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ABSTRACT

The abundance of user generated content on social media
provides the opportunity to build models that are able to
accurately and effectively extract, mine and predict users’
interests with the hopes of enabling more effective user en-
gagement, better quality delivery of appropriate services
and higher user satisfaction. While traditional methods for
building user profiles relied on AI-based preference elici-
tation techniques that could have been considered to be
intrusive and undesirable by the users, more recent advances
are focused on a non-intrusive yet accurate way of deter-
mining users’ interests and preferences. In this monograph,
we will cover five important subjects related to the mining
of user interests from social media: (1) the foundations of
social user interest modeling, such as information sources,
various types of representation models and temporal fea-
tures, (2) techniques that have been adopted or proposed for
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mining user interests, (3) different evaluation methodologies
and benchmark datasets, (4) different applications that have
been taking advantage of user interest mining from social
media platforms, and (5) existing challenges, open research
questions and opportunities for further work.



1
Introduction

Mining user interests from user behavioral data is critical for many
applications, ranging from homophily analysis to recommender systems.
Based on user interests, service providers such as advertisers can sig-
nificantly reduce service delivery costs by offering the most relevant
products (e.g., ads) to their customers. The challenge of accurately and
efficiently identifying user interests has been the subject of increasing
attention in the past several years (Zarrinkalam et al., 2019a). Early ap-
proaches were based on explicit input from individuals about their own
interests (Maron et al., 1986). To avoid the extra burden of manually
filling in and maintaining interest profiles, most methods in the past two
decades have focused on the development of techniques that can auto-
matically and unobtrusively determine users’ interests based on user be-
havioral data from data sources such as browsing history, page visits, the
links they click on, the searches they perform and the topics they interact
with (Gasparetti, 2017; Holub and Bieliková, 2010; Li and Zhang, 2013).

With the emergence and growing popularity of social media such
as blogging systems, wikis, social bookmarking, social networks and
microblogging services, many users are extensively engaged in at least
some of these applications to express their feelings and views about
a wide variety of social events/topics as they happen in real time by
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commenting, tagging, joining, sharing, liking, and publishing posts
(Abel et al., 2011b; Li et al., 2008). According to Statista, a company
which provides statistics and survey results, there were an estimated
3.6 billion people using social media in 2020, a number projected to
increase to almost 4.41 billion in 2025.1 This has made social media an
exciting and unique source of information about users’ interests.

For instance, when looking at Twitter data during the first week of
March 2019, the rivalry between the two English Premier League soccer
clubs, i.e., Tottenham Hotspur and Arsenal, is a topic that has attracted
a lot of discussion and interest. The development of techniques that
can automatically detect such topics and model users’ interests towards
them has the potential to improve the quality of applications that work
on a user modeling basis, such as filtering twitter streams (Kapanipathi
et al., 2011), news recommendation (Abel et al., 2011b) and retweet
prediction (Feng and Wang, 2013), among others.

This monograph is a valuable resource for those who have famil-
iarity with social media mining and basics of information retrieval
(IR) techniques. Where appropriate, the monograph will not make any
assumptions about the researchers’ knowledge on more advanced tech-
niques such as link prediction, matrix factorization, entity linking and
knowledge graph-based reasoning, among others. As such, sufficient
details about user interest modeling from social media will be provided
as appropriate so that the content will be accessible and understand-
able to those who have fundamental understanding of IR principles.
The monograph will only assume familiarity with topics included in an
undergraduate IR course such as those covered in Manning et al. (2008).

The monograph is structured as follows.

• Section 1 provides the motivations of user interest modeling from
social media and the scope and delimitation of this monograph
by highlighting the difference between this monograph and other
related review monographs and introducing some related research
areas which are out of the scope of this monograph.

1https://www.statista.com/statistics/278414/number-of-worldwide-social-
network-users/.

https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
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• Section 2 introduces the foundations of user interest modeling
from social media such as information sources, representation
units to represent each topic of interest and user interest profile,
temporal aspects and cross-system user interest modeling.

• Section 3 describes user interest modeling approaches by focusing
on three main perspectives: (1) explicit user interest detection,
(2) implicit user interest mining, and (3) future user interest
prediction.

• Section 4 describes the main evaluation methodologies which have
been widely adopted in the literature followed by the existing
benchmark datasets and evaluation metrics.

• Section 5 introduces different applications that have been taking
advantage of user interest modeling from social media platforms
to improve their services.

• Section 6 presents exciting open challenges, future directions
and research questions in the state-of-the-art for modeling users’
interests from social media.

1.1 Definitions

In this section, we provide concrete definitions of social media and user
interest modeling as two key terms used in this monograph.

Social Media. The term social media has been defined in the literature
in various ways by different communities such as communications,
management, and computer science (Boyd and Ellison, 2007; Fuchs,
2014; Rohani and Hock, 2010). In this monograph, we follow the same
definition provided by Obar and Wildman (2015), which synthesize
the definitions presented in the literature by defining social media as a
service that has the following four distinct commonalities:

• Social media services are (currently) Web 2.0 Internet-based ap-
plications. In Web 2.0 applications, users have become not only
content consumers but also active producers.
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• User-generated content is the lifeblood of social media. Social media
services are not sustainable without user-generated content. For
example, the videos that we upload to YouTube, the connections
and posts that we generate on Facebook or Twitter play crucial
roles in making those social media platforms live.

• Individuals and groups create user-specific profiles for a site or
application designed and maintained by a social media service.
User profile in a social media service provides a unique way of
identifying each user which is important to enable social networks
between users. A user profile here can refer to any information to
uniquely identify a user such as a username, IP address, locations,
contact information, etc.

• Social media services facilitate the development of social networks
online by connecting a profile with those of other individuals and/or
groups. For example, friends on Facebook, connections on LinkedIn
and followers on Twitter and Instagram. Users are motivated to
create their social networks in social media services for consuming
content generated by their social networks or interact with them.

User Interest Modeling. Piao and Breslin (2018a) provided a general
definition about user interest modeling and user profiles. We use a
refined definition as follows.

The process of obtaining the user interest profile is called user interest
modeling. A user interest profile is a data structure that represents the
degree of interest of an individual user over a set of topics represented
by words or concepts.

1.2 Related Review Papers

Despite the importance of user interest modeling from social media,
there is a lack of an extensive review on this domain that covers the ideas,
insights and applications of different approaches in user interest modeling
from social media. Piao and Breslin (2018a) have reviewed studies in
user interest modeling from microblogging websites such as Twitter by
focusing on four dimensions: (1) data collection, (2) representation of
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user interests, (3) construction and enhancement of user interest profiles,
and (4) evaluation methodologies.

The authors in Piao and Breslin (2018a) have presented the foun-
dations of user interest modeling from microblogging websites and
overlooked other social media platforms (e.g., Facebook, Flickr and
Pinterest). Further, they have not covered the potential applications
of the extracted user interest models. Since we categorize different
approaches proposed in the literature with respect to three main per-
spectives: (1) explicit user interest detection, (2) implicit user interest
mining, and (3) future user interest prediction, this has set the stage for
a more detailed presentation of the ideas and insights about different
user interest modeling approaches. Moreover, in addition to providing
the fundamental information that new researchers need for understand-
ing this field, we extensively discuss the potential applications of the
extracted user interest models and promising techniques which can be
applied for future exploration in this field.

As another related review monograph, Safari et al. (2019) have
recently reviewed different studies on user behavior mining from so-
cial media (UBMSM). They have provided different statistical and
demographic information (e.g., venue types and publishers) about the
publications in this domain. Further, based on the focus area of their
studies, they have identified four main aspects which affect user behavior
mining from social media: (1) user, (2) content, (3) network structure,
and (4) information diffusion. For each aspect, multiple characteristics
are defined and their impact and consequences on UBMSM are dis-
cussed. The authors have considered user interest modeling as one of
the four characteristics of the user aspect and reviewed different related
studies on this topic.

Therefore, in contrast to our work, the focus of the authors in Safari
et al. (2019) is not directly on user interest modeling from social media
and they have concentrated more on the effect of different characteristics
and aspects of user behavior. As a result, they don’t provide more in-
depth analysis and discussion of the studies in this field. However,
our monograph describes the specific techniques, evaluation strategies,
benchmarks and challenges of user interest modeling from social media,
in addition to concrete directions for future work. Consequently, we
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believe that our review monograph is more insightful for a researcher
interested in this specific field, i.e., user interest modeling from social
media.

1.3 Related Research Areas

There are some research areas/topics which are related to user interest
modeling from social media. Because each of these areas is a mature
and active field of research and includes a rich line of studies in the
literature, we will not cover them in detail and they are beyond the scope
of this monograph. To provide a more in-depth analysis, we only review
the studies that focus directly on user interest modeling from social
media. In the following, some of the most important examples of these
areas/topics, e.g., topic detection, personality prediction and latent user
modeling from social media are introduced and their similarities and
differences to the subject of this monograph are highlighted.

1.3.1 Topic/Event Detection from Social Media

There is already a well-established body of work in the literature that
extracts topics/events from social media (Aiello et al., 2013; Huang et al.,
2017a; Petkos et al., 2014; Yan et al., 2015). Applying topic modeling
methods, such as LDA, over social posts is the main approach to extract
topics from social media. However, since the majority of standard topic
modeling methods are designed for regular documents such as news
articles, they fail to identify the essential information of social posts
which are short, noisy and informal. An intuitive solution to address this
issue is first using a pooling scheme to aggregate the related social posts
to a single document (e.g., posts published by a given user or in a given
time interval) and then applying a standard topic modeling method on
the resulting documents to extract topics from social posts. This allows
for the discovery of better topics without modifying the existing topic
modeling methods (Alvarez-Melis and Saveski, 2016; Mehrotra et al.,
2013; Rajani et al., 2014).

To extract topics from social posts, instead of applying pooling
scheme, some studies have applied some restrictions to simplify the
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conventional topic models or developed novel topic models. For example,
in Zhao et al. (2011), Twitter-LDA model has been proposed which
assumes that a single tweet contains only one topic. Similarly, in Yan
et al. (2015), the authors have extended the Biterm Topic Model (BTM)
(Yan et al., 2013), which models word pairs instead of words for effective
topic modeling in short texts, by incorporating the burstiness of word
pairs as prior knowledge in BTM for bursty topic modeling from social
posts.

There is also another line of studies that extracts topics/events from
social media by applying clustering methods over social posts or their
features (Comito et al., 2019a,b; Long et al., 2011). As one of the earlier
studies that focused on microblogging data, in Long et al. (2011), a co-
occurrence graph is constructed by extracting topical words from daily
posts. To extract events during a time period, the authors have applied
a top-down hierarchical clustering algorithm over the co-occurrence
graph.

The above studies can be considered as a related area to user interest
modeling as they are applied in some studies to first extract active topics
in social media and then the interest profile of users are modeled over
the extracted topics (Arabzadeh et al., 2018; Zarrinkalam et al., 2018).
In these studies, it is assumed that existing state-of-the-art techniques
can be employed for extracting and modeling topics. Therefore, they
are not engaged with proposing a new method for the identification of
topics and only have focused on determining the degree of interest of
users towards the topics once they are identified. Given this focus, we
review the work related to the problem of user interest modeling from
social media. Interested readers are encouraged to see Bhardwaj et al.
(2019), Farzindar and Khreich (2015), Zarrinkalam and Bagheri (2016)
for the state of the art on topic and event detection from social media.

1.3.2 Personality Prediction of Social Media Users

Predicting the personality of users from social media is another related
research area to user interest modeling. In Kosinski et al. (2015), the
authors have provided a comprehensive discussion about opportunities,
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challenges and ethical aspects of social media involvement in psycholog-
ical studies. As an example, they have studied users’ profiles in social
media in order to perform personality classification. Similarly, in Youyou
et al. (2015), the authors have concluded that digital footprints created
on top of user preferences (i.e., Facebook likes) are more accurate and
valid than judgments made by social-cognitive experts. Therefore, there
is already a well-established body of work in the literature that predicts
users’ personality traits from social media (Golbeck et al., 2011; Souri
et al., 2018).

Most studies in this area have used the Big Five model (Halverson,
1994) as one of the most well-known measures for personality traits
(the five personality traits according to Big Five model are openness,
conscientiousness, extroversion, agreeableness and neuroticism). For
example, in Souri et al. (2018), the authors have adopted the Big Five
model to design a classifier which is able to automatically identify five
classes of personality traits based on the users’ social media profiles. In
Golbeck et al. (2011), social behavior of a user is considered as a strong
indicator to predict her personality. To model the behavior of a user in
social media, the authors have developed a set of behavioral features
based on the intensity and number of social interactions that the user
has with her friends along a number of dimensions such as reciprocity
and priority. They have analyzed these behavioral features along with a
set of textual features and showed that behavioral features perform as
well as textual features for predicting user personality.

Similar to user interest modeling approaches, the above studies
try to model the users’ behavior on social media by mainly analysing
the textual content of users and their social relations. However, since
these studies aim at extracting personality traits of users instead of
extracting the users’ interests, they dig more into the linguistic fea-
tures. For example, to identify the personality of users, in many studies
LIWC (Pennebaker et al., 1999), which produces statistics on 81 dif-
ferent linguistic features of text, is utilized to study various emotional,
cognitive, structural, and process components presented in the users’
textual content. Interested readers about the state-of-the-art approaches
on personality identification from social media are encouraged to see
Kaushal and Patwardhan (2018).
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1.3.3 Latent User Modeling from Social Media

There are plenty of studies that embed a user’s information in social
media such as the user’s relations, textual content and demographic
profile, into a latent low dimensional space (Benton et al., 2016; Zhang
et al., 2017). These studies are usually tied to a specific task from which
the model is learned and they represent user models by latent features
which are not human readable.

For example, in Ding et al. (2017), the user’s information on Face-
book (e.g., likes and status updates) is embedded in order to build
substance use detection systems to identify users who are at risk of
substance use disorder. The authors have employed Doc2Vec (Le and
Mikolov, 2014), which produces a dense low dimensional feature vector
for a document, as one of their approaches to embed users. To learn
user embeddings from social media posts, they introduced two meth-
ods: (1) User-D2V which treats all the posts published by each user
as one document and trains a document vector to represent each user.
(2) Post-D2V which learns a vector for each post and then aggregates
all the post vectors from the same user to derive the user embedding.

As other examples, in Benton et al. (2016), the authors have proposed
to embed different information of a user on Twitter (e.g., the user’s posts,
followers and friends) into a single embedding vector by applying a
multiview approach. They have shown the effectiveness of their model on
three different prediction tasks (i.e., user engagement prediction, friend
recommendation and demographic characteristics inference). Word2Vec
(Mikolov et al., 2013) is one of the methods the authors have applied to
represent each view of the user by simply averaging the word embeddings
for all the words within that view (e.g., the user’s posts). In Piao and
Breslin (2018b), the latent representation of social posts and users on
Twitter are learned for the application of tweet recommendation. Their
proposed model employs Long Short-Term Memory neural networks
(LSTMs) (Piao and Breslin, 2018b) for learning tweet embeddings, and
calculates the degree of interest of a user to a tweet based on the
similarity between the user and the tweet embeddings as well as the
similarity between the user and tweet’s publisher embeddings.



456 Introduction

In this monograph, our focus is on reviewing the user interest
modeling approaches that identify the degree of interest of a user over
a set of topics each of which are represented by words or concepts. In
other words, we do not review user modeling approaches that result
in latent user models represented by a vector of numbers which are
not human readable. A recent survey about social media-based user
embedding can be found in Pan and Ding (2019).



2
Foundations of Social User Interest Modeling

In this section, we introduce the fundamental information that new
researchers need for understanding user interest modeling from social
media such as different information sources, user interest representation
units, temporal user interest modeling, semantics-enabled user interest
profile representation models, and cross-system user interest modeling.
In order to help the readers better understand the terminology used
in the context of user interest modeling from social media, we have
provided a glossary of terms in the Appendix.

2.1 Information Sources

In this section, we discuss various information sources in online social
media for collecting data in order to infer user interest profiles. They
can be divided into two main categories: (1) internal data which are
collected from the existing information on online social media such as
textual content of users or their social connections, and (2) external data
which are collected from other sources of information such as knowledge
bases in order to improve the process of user interest modeling.

457
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It is noted that, due to the public nature of Twitter content and its
privacy policies1 which enables researchers to easily collect and process
data, Twitter is the most popular social media platform in the literature.
However, although most of the studies on user interest modeling mainly
focus on different information sources on Twitter, in the following
sections, we also cover other social media such as Instagram, Facebook
and Tumblr.

2.1.1 Internal Data

Users on social media can explicitly describe themselves in their user
profiles. Therefore, information provided by a user by filling her profile
fields is an explicit source of information for inferring the user’s interests.
Biography (or simply bio) is a user profile field in most social media
(e.g., Twitter, Instagram and Facebook) which includes informative
information for user interest modeling (Piao and Breslin, 2017a). For
example, based on the biography of a user on Twitter – Fan of Arsenal
and Real Madrid, one can infer that the user is interested in Arsenal
or Real Madrid. As other examples, job titles, education, skills and
interests are some fields in the LinkedIn profile about a user that can
be used to infer her interests (Piao and Breslin, 2016b). However, the
information in user profiles are not always completely or accurately
provided by the users. Further, since these fields are usually answered
by the users during the registration process and it is unlikely that the
users edit this information afterwards, inferring user interests from user
profiles cannot automatically adapt to shifts in users’ interests.

Therefore, the main source of information for inferring users’ inter-
ests from social media is the social posts that users interact with (e.g.,
by liking, publishing, sharing). A user’s social posts usually include a
set of terms that shows the user’s topics of interest. For example, one
can infer that a user is interested in Arsenal if the user has mentioned
the term “Arsenal” frequently in her posts. Instead of using low-level
features such as term tokens, in some studies higher-level features such
as named entities or semantic concepts are extracted from the textual

1https://developer.twitter.com/en/developer-terms/agreement-and-policy.
html.

https://developer.twitter.com/en/developer-terms/agreement-and-policy.html
https://developer.twitter.com/en/developer-terms/agreement-and-policy.html
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content of posts and considered as the user’s topics of interest (Zhao
et al., 2015).

Some social posts have embedded links (URLs) or tags to include
more information about their topic. For example, it is shown that 66.6%
of Instagram posts contain a hashtag.2 Therefore, URLs and tags can
also be considered as two informative information sources for identifying
interests and intention of a user (Peña et al., 2013; Piao and Breslin,
2016d). Further, in the last several years, with the emergence of different
types of social media platforms such as photo-centric ones (e.g., Flickr,
Instagram and Tumblr), multimedia content such as photos and videos
attached to social posts are utilized as another important information
source for mining user interests from social media (Joshi et al., 2015).
For example, Grbovic et al. (2016b) showed that 78.11% of posts in
Tumblr contain images.

Instead of or in addition to analyzing social posts to model user
interests, some studies have proposed using the social relations of users
(Myers and Leskovec, 2014). For example, on Twitter, a user is allowed
to explicitly follow other users without their permission (the user who
follows a person is called a “follower”, while the one who is followed
is called “friend”). Therefore, by analysing social relations, one can
infer that a user is interested in Arsenal if she is following the Twitter
account @Arsenal. Further, based on the idea that a user’s behaviors are
affected by opinions of their friends, a user’s interests can be identified
by considering the interests of her friends (Bao et al., 2013). For example,
on Sina Weibo,3 the most popular microblogging platform in China, if
a user has many friends who are interested in Arsenal, it is probable
that the user is also interested in Arsenal.

In addition to explicit relations between users in social media (e.g.,
friendship or followership), there are some implicit relations. A user can
share a post published by a given user or reply/comment to it if she
is interested in the content of that post. Further, a user is allowed to
mention another user in her posts. Therefore, in some studies, these

2https://mention.com/en/blog/instagram-statistics-report/.
3https://www.weibo.com/login.php/.

https://mention.com/en/blog/instagram-statistics-report/
https://www.weibo.com/login.php/
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implicit relations between users are also considered as indicators for
inferring user interests (Wang et al., 2013).

As another valuable source of information for user interest modeling,
several studies have recently leveraged List membership of followees on
Twitter (Piao and Breslin, 2017b). Users on Twitter can freely create a
topical list and add other users who are expert in that topic or have been
frequently tweeting about news on the topic. For instance, a user might
create a list membership named “Football” and add fans of football to
the list. Therefore, if a user is following the users who have been added
into many topical lists related to the topic of football, one can infer
that the user is interested in football.

2.1.2 External Data

Social posts are the main source of information for inferring a user’s
interests. However, since social posts such as tweets are often short, noisy
and informal, inferring user interests from social posts is a challenging
task. To address this challenge, some studies have explored how to
leverage the information in external knowledge bases to enrich the
content of social posts (Bontcheva and Rout, 2014). For example, it
is shown that more than 85% of posts on Twitter are related to news
(Kwak et al., 2010). Therefore, in some studies, social posts are linked
to news articles and their content is enriched with the content of news
articles (Abel et al., 2011c). However, since linking posts to news articles
requires maintaining up-to-date news streams from mainstream news
providers such as CNN,4 BBC5 and New York Times,6 some studies
have simply leveraged the content of the embedded URLs in posts to
enrich them and provide additional information about the post (Piao
and Breslin, 2016d).

Knowledge bases such as Wikipedia, Freebase and WordNet are
other external sources of information that are incorporated by some
researchers to enhance the accuracy of user profiles. For example, some

4https://www.cnn.com.
5https://www.bbc.com.
6https://www.nytimes.com.

https://www.cnn.com
https://www.bbc.com
https://www.nytimes.com
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studies have proposed to enrich posts by annotating them with un-
ambiguous semantic concepts described in external knowledge bases.
These knowledge bases provide explicit semantic description of concepts
and their relationships. Therefore, they can provide additional con-
textual information about social posts and their underlying semantics
(Kapanipathi et al., 2014; Michelson and Macskassy, 2010).

2.2 User Interest Representation Unit

Regardless of which information sources are used for inferring user
interests from social media, in this section we introduce how each topic
of interest has been represented in different approaches. There are
two main user interest representation units: (1) keyword-based, and
(2) concept-based models.

2.2.1 Keyword-Based Models

A simple and predominant approach for representing a user’s interests
which is still popular in information filtering systems is using keywords
(unigrams | #tags) mentioned in the textual content of the user to
represent her topics of interest. There is a line of work that represents
each topic of interest as a single keyword. However, since users in social
media can freely publish posts without any restriction, their posts are
usually unstructured and include a nearly unlimited set of keywords.
Therefore, representing each topic of interest by a keyword results in
a sparse representation of a user’s interests. Further, since keyword-
based approach forgoes the underlying semantics of textual content,
representing each topic of interest as a single keyword, it suffers from
well-known problems in natural language processing such as polysemy
and synonymy (Chen et al., 2010; Yang et al., 2012).

For example, given the sample tweets in Table 2.1, Arsenal keyword
is mentioned in both tweets but with different meanings. In the first
tweet, Arsenal refers to Arsenal Football Club; while in the second tweet,
it refers to a 2017 American film directed by Steven C. Miller and
written by Jason Mosberg. By representing each user’s topic of interest
by a keyword, the users who are engaged with each of these tweets will
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Table 2.1: Two sample tweets including Arsenal keyword

Tweet Content

1 Arsenal won’t win with Wenger’s policy. Spurs continue to
exceed expectations. . .

2 Here’s my review of #Arsenal, otherwise known as the first
Nicolas Cage film of 2017 http://substreammagazine.com/
2017/01/arsenal-movie-review/

be identified to have the same interests, i.e., Arsenal, while they have
completely different interests.

There is another keyword-based representation model, named group
of keywords, in which each topic of interest has associated to a set of
keywords with their probabilities with respect to the topic and usually
distilled from topic modeling approaches such as Latent Dirichlet Allo-
cation (LDA) (Blei, 2012). Since the group of keywords representation
model considers a combination of related keywords as a topic, to some
extent, it overcomes some limitations of single keyword representation
models such as polysemy and synonymy.

Two sample LDA topics are illustrated in Figure 2.1. The first topic
that refers to Arsenal football club includes Arsenal, League, Cups,
Club and Football as its main keywords and the main keywords in the
second topic which refers to Arsenal film are Arsenal, American, Film,
2017 and Mikey. Therefore, based on the constituent keywords in each
topic, it is possible to infer the meaning of Arsenal. However, since the
topics are still built on keywords, they don’t consider the underlying
semantics of text. Further, since the topic modeling approaches such as
LDA designed for regular documents such as news, they may not work
well on social posts which are noisy and informal and might suffer from
sparsity problem (Sriram et al., 2010).

Two main approaches are introduced in the literature for applying
LDA to extract user interests as a distribution over topics: (1) user-LDA,
and (2) post-LDA. In user-LDA, the author-topic model (Steyvers et al.,
2004), which is a generative model that extends the LDA approach
to include authorship information, is applied to social posts. In fact,
all the posts of a user are aggregated as a single document and then

http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
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Figure 2.1: The extracted LDA topics for Arsenal Football Club (left) and Arsenal
Movie (right).

LDA is applied to infer topics and the degree of users’ interests over
the extracted topics (Hong and Davison, 2010; Mehrotra et al., 2013).
However, in post-LDA, each post is considered as a single document and
then LDA is applied. Finally, the interest profile of a user is inferred by
aggregating the topic distribution vectors of her published posts. In Ding
et al. (2017), it is shown that the post-LDA approach learns a better
user representation model compared to user-LDA in the underlying
applications, because in social media a small number of users usually
accounts for a large amount of the content (Antelmi et al., 2019).

To improve the performance of the user-LDA model to extract user
interests, there are some studies that modify the author-topic model
by introducing some assumptions. For example, in Xu et al. (2011)
the authors have proposed Twitter-user model as an extension of the
author-topic model by assuming that each tweet is associated with
a latent variable that indicates whether the tweet is related to its
author’s interest. Similarly, Twitter-LDA has been proposed in Zhao
et al. (2011) which assumes that a single tweet contains only one topic.
Since Twitter-LDA is not able to do online inference and does not
consider dynamics of user interests, in Sasaki et al. (2014), the authors
have extended Twitter-LDA by (1) estimating the ratio between topic
words and general words for each user to model the generation process



464 Foundations of Social User Interest Modeling

of tweets more accurately, and (2) estimating the dynamics of user
interests and topic trends online based on the topic tracking model.

2.2.2 Concept-Based Models

To address some problems of keyword-based representation models,
in some studies, concepts from knowledge bases such as Wikipedia/
DBpedia7 are utilized to represent user interests. They usually represent
each topic of interest by a single concept. Two main types of concepts
used in different studies are entity and category. There are also some
studies that have utilized both types for representing users’ interests
which are called hybrid models.

In these studies, to represent each topic of interest as an entity,
first an entity linking method is applied to extract entities from textual
content of social posts and then instead of modeling the users’ interests
using the keywords, the identified entities are utilized to represent
user interests (Orlandi et al., 2012; Zarrinkalam et al., 2018). The
primary goal of entity linking of textual content is to process a textual
document, identify the mentions that have the potential to be linked
to some entities in knowledge bases such as DBpedia or Freebase and
connect them to those entities. This allows for text analytics at a higher
level which focuses on the meaning of the documents in addition to its
syntactics (Feng et al., 2018; Shen et al., 2013).

Early work on entity linking has focused on long and formal texts and
considered contextual and semantic similarities between the text and
candidate entities in knowledge bases (Ceccarelli et al., 2013; Mihalcea
and Csomai, 2007; Milne and Witten, 2008). However, Recent studies in
this area have shifted to entity linking of texts with special characteristics
such as search queries and social posts which is challenging due to the
lack of context (Ferragina and Scaiella, 2012; Hasibi et al., 2016; Meij
et al., 2012; Reinanda et al., 2015). It is noted that, the majority of
studies in the field of user interest modeling from social media have
extracted entities mentioned in the textual content of social posts by

7DBpedia is a crowd-sourced community effort to extract structured information
from Wikipedia (http://dbpedia.org).

http://dbpedia.org


2.2. User Interest Representation Unit 465

Figure 2.2: Extracted Wikipedia entities for tweet “Arsenal won’t win with Wenger’s
policy. Spurs continue to exceed expectations. . .”.

utilizing the existing entity linking tools (e.g., TagMe,8 Zemanta9 and
Aylien10) instead of proposing new methods.

Similarly, for photo-centric social media platforms, in order to
represent each topic of interest as an entity, most studies first use
one of well-established computer vision approaches such as ResNet-50
(He et al., 2015a) to classify photos into the 1000 ImageNet concepts
(Russakovsky et al., 2015). Then, those ImageNet concepts are mapped
to a corresponding entity in a knowledge base such as DBpedia or
BabelNet.11

Figures 2.2 and 2.3 show two sample tweets and their extracted
Wikipedia entities. For example, the first tweet, i.e., “Arsenal won’t win
with Wenger’s policy. Spurs continue to exceed expectations . . .”, will be
modeled as a collection of three entities, namely Arsenal_F.C,12 Ar-
sene_Wenger13 and Tottenham_Hotspur_F.C.14 Similarly, as shown in
Figure 2.3, tweet “Here’s my review of #Arsenal, otherwise known as the
first Nicolas Cage film of 2017 http://substreammagazine.com/2017/

8https://tagme.d4science.org/tagme/.
9http://www.zemanta.com/.

10https://developer.aylien.com/text-api-demo.
11https://babelnet.org/.
12http://en.wikipedia.org/wiki/Arsenal_F.C.
13http://en.wikipedia.org/wiki/Arsene_Wenger.
14http://en.wikipedia.org/wiki/Tottenham_Hotspur_F.C.

http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
https://tagme.d4science.org/tagme/
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://www.zemanta.com/
http://substreammagazine.com/2017/01/arsenal-movie-review/
https://developer.aylien.com/text-api-demo
http://substreammagazine.com/2017/01/arsenal-movie-review/
https://babelnet.org/
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://en.wikipedia.org/wiki/Arsenal_F.C
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://en.wikipedia.org/wiki/Arsene_Wenger
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://en.wikipedia.org/wiki/Tottenham_Hotspur_F.C.
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
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Figure 2.3: Extracted Wikipedia entities for tweet “Here’s my review of #Arsenal,
otherwise known as the first Nicolas Cage film of 2017 http://substreammagazine.
com/2017/01/arsenal-movie-review/”.

01/arsenal-movie-review/”, is annotated with Arsenal_(2017_film),15

Nicolas_Cage16 and Film.17 Therefore, by representing each user’s topic
of interest by a Wikipedia entity, the users who are engaged with each of
these tweets will be identified to have different interests (the first tweet
is related to Arsenal Football Club while the second tweet is related to
2017 American film).

Another type of concept for representing user interests is category.
Using categories, it is possible to represent more general user interests
compared to using entities. Four types of categories are mostly utilized
in the literature to represent users interests: (1) Wikipedia or DBpedia
categories, (2) news categories, (3) Open Directory Project (ODP)
categories (known as DMOZ18 categories), and (4) Pinterest categories.

Most of the studies use Wikipedia categories since the relation
between Wikipedia entities and categories are explicitly presented in
Wikipedia (Faralli et al., 2017; Kapanipathi et al., 2014; Zarrinkalam
et al., 2017). Therefore, it is easily possible to first use existing entity
linking tools to annotate the users’ textual content to Wikipedia entities
and then infer the related categories of interest. It is also possible to

15https://en.wikipedia.org/wiki/Arsenal_(2017_film).
16https://en.wikipedia.org/wiki/Nicolas_Cage.
17https://en.wikipedia.org/wiki/Film.
18https://dmoz-odp.org/.

http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
http://substreammagazine.com/2017/01/arsenal-movie-review/
https://en.wikipedia.org/wiki/Arsenal_(2017_film)
https://en.wikipedia.org/wiki/Nicolas_Cage
https://en.wikipedia.org/wiki/Film
https://dmoz-odp.org/
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Figure 2.4: Wikipedia categories for entity Arsenal_F.C.

Figure 2.5: Wikipedia categories for entity Arsenal_(2017_film).

extract more abstract categories by following the subcategory links
between different categories in the Wikipedia category graph.

Figures 2.4 and 2.5 show the categories that are explicitly mentioned
at the end of Wikipedia entities Arsenal_F.C. and Arsenal_(2017_film),
respectively. For example, three categories Football_clubs_in_England,
Premier_League_clubs and Football_clubs_in_London can be used
for representing high-level interests of a user who is interested in
Arsenal_F.C. As another example, 2017_films, English-language_films
and American_films are three potential categories of interest for a user
who is interested in Arsenal_(2017_film).

An example for extracting more abstract categories of interest
for a user, by walking through the associated categories of her en-
tity of interest (i.e., Arsenal_F.C.), is shown in Figure 2.6. In this
example, we start with the category Premier_League_Clubs from
Arsenal_F.C. entity, which produces three categories. Then,
we show one step further, by showing the super-categories of cate-
gory Association_football_clubs_by_competition. The bottom of the
figure shows the Wikipedia category graph for further walking through
the categories.

In some studies, it is argued that Wikipedia categories tend to
get out-of-date and do not keep up with the real time nature of so-
cial media such as Twitter. As a result, for example, based on the
idea that social media and news media are similar because many cur-
rent issues are posted in both, some studies first map users’ posts to
news categories and then represent user interests using news categories



468 Foundations of Social User Interest Modeling

Figure 2.6: Walking through the Wikipedia category graph starting from category
Premier_League_Clubs from Arsenal_F.C. Wikipedia article.

(Han and Lee, 2016; Kang et al., 2019). The categories defined in Open
Directory Project taxonomy (known as DMOZ categories) are also used
in some studies for representing users’ interest. It is based on the idea
that the categories in this taxonomy provides a clear and broad coverage
of various real-world interests and they are much closer to the intent
of Twitter usage (Kang et al., 2019). Table 2.2 provides an example of
DMOZ main categories and their subcategories that can be used for
representing users’ categories of interest.

As another type of categories to represent the high-level interests of
users, some studies model interest profile of users over the predefined
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Table 2.2: DMOZ main categories and their subcategories

Category Subcategories Category Subcategories

Arts Movies, Television,
Music, . . .

Shopping Clothing, Foof,
Gifta, . . .

Games Video Games,
RPGs,
Gambling, . . .

Reference Maps, Education,
Libraries, . . .

News Media,
Newspapers,
Weather, . . .

Home Family, Consumers,
Cooking, . . .

Regional US, Canada, UK,
Europe, . . .

Computers Internet, Software,
Hardware, . . .

Society People, Religion,
Issues, . . .

Science Biology, Psychology,
Physics, . . .

Business Jobs, Real Estate,
Investing, . . .

Recreation Travel, Food,
Outdoors,
Humor, . . .

Health Fitness, Medicine,
Alternative, . . .

Sports Baseball, Soccer,
Basketball, . . .

categories on Pinterest social media as illustrated in Table 2.3 (Cinar
et al., 2015).

Each aforementioned representation model has its strengths and
weaknesses. Therefore, instead of using a single interest format (entities
or categories), hybrid models combine different interest units to represent
user interests. For example, in Faralli et al. (2017), users’ interests are

Table 2.3: The 32 predefined Pinterest categories

Animals Film music books Home decor Quotes
Architecture Food and drink Humor Science nature
Art Gardening Illustration posters Sports
Cars motorcycles Geek Kids Tattoo
Celebrities Hair beauty Men’s fashion Technology
Design Health fitness Outdoors Travel
Diy crafts History Photography Weddings
Education Holidays events Products Women’s

fashion
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represented using both Wikipedia entities and categories. Similarly, in
Piao and Breslin (2016e), both DBpedia entities and WordNet synsets
are utilized for user interest representation.

Using concepts instead of keywords to represent user interests not
only address some problems of keyword-based approaches, but also
the background knowledge of these concepts can be used to further
extend the user interests by considering the relationship defined in the
knowledge base between concepts (Mendes et al., 2011; Varga et al.,
2014). For example, if we represent users’ interests using Wikipedia
entities, it is possible to use Wikipedia category hierarchy to extract high
level interests of users. By using concepts to represent user interests, it
is also possible to utilize the background knowledge of concepts in order
to characterize user interests. For example, in Orlandi et al. (2013), the
specificity of an entity is measured based on the incoming and outgoing
links of each entity in DBpedia. Their idea is that very specific entities
such as Arsenal_F.C. have many different types of outgoing predicates
compared to the incoming ones (Orlandi et al., 2013).

Representing each user’s interest with a single concept struggles with
inferring more specific topics which are only expressible by combining
multiple related concepts. In addition, in this representation model,
topics of interest are confined to a set of predefined concepts, and it is
not possible to identify emerging interests which are not yet expressed
in the knowledge base concepts. For example, in November 2010, Jack
Wilshere, England and Arsenal footballer, received a caution for common
assault over a street brawl, which received much attention on Twitter.
Looking at Wikipedia, there is no entry dedicated to this event. As a
result, by considering only the predefined Wikipedia concepts as topics
of interest, it is not possible to unambiguously and comprehensively
describe this topic (Zarrinkalam et al., 2015).

To address the limitations of considering a single concept to represent
each interest of a user, the group of concepts representation model
represents each topic of interest by a group of concepts which are
temporally related together. The group of concepts representation model
for representing each topic of interest can be learned via unsupervised
approaches in a similar manner for learning topics with topic modeling
approaches for the group of keywords representation models.



2.3. Temporal User Interest Modeling 471

Figure 2.7: A topic that represents a caution received by Jack Wilshere.

For example, as illustrated in Figure 2.7, the conjunction of Wikipedia
entities such as Jack_Wilshere, Common_assault, Arsenal_F.C.,
Nightclub and London can form a topic of interest to represent a cau-
tion received by Jack Wilshere for common assault over a street brawl.
Therefore, even if a single corresponding semantic concept is not avail-
able in the external knowledge base for this event, they are able to
construct its semantics by using existing concepts. Furthermore, the
group of concepts representation unit not only captures the semantics
of the underlying content, but also makes it possible to model more
specific interests of users.

2.3 Temporal User Interest Modeling

Based on the fact that users’ interests change over time, temporal
aspects have been widely used for the conventional recommendations
and user modeling in social media (Liang et al., 2018). Figure 2.8 shows
interest distribution of two sample users (User A – left; User B – right)
over six topics as well as the main words of each topic. For example,
User A is highly interested in Dating topic in the first 10 days and her
degree of interest in this topic is declining over time. While her interest
rate to Celebrity and Health remained stable in the last month, she
developed a short-term interest in Baseball. On the other hand, user B
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Figure 2.8: Dynamic interest of two sample users (Ahmed et al., 2011).

has a long-term interest in the Baseball topic and her degree of interest
to Jobs increased dramatically in the last month.

In order to incorporate dynamicity of user interests into user interest
modeling strategies, there are two main types of approaches (Piao and
Breslin, 2018a): (1) sliding window, and (2) decay function.

Sliding Window. There are two types of sliding window functions,
whose window size is defined by: (1) the number of items (e.g., the recent
100 tweets), and (2) the short period of time (e.g., one week). One basic
solution which is followed in most of the studies is to capture users’ online
behavior over time and build user profiles at different time intervals
separately. For example, in the domain of tweet recommendation, in
Khater et al. (2014), the dynamic level of user interests is captured
by building user’s interest profiles daily over the extracted topics from
Twitter. Then, the history of the user’s interest in a window of the last
one week is used to calculate the user’s degree of interest in a tweet.
Similarly, a personalized tweet recommendation system is proposed in
Elmongui et al. (2015) that creates the dynamic user interest profiles by
modeling them as a time-variant in different topics to accommodate the
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change of these interests over time. The degree of interest of each user in
each topic is calculated over a sliding window of one week. As another
example, in Yin et al. (2015), the time is divided into multiple time
intervals at a predefined granularity and then a unified probabilistic
model is proposed that extracts both user-oriented topics as intrinsic
interests of users and time-oriented topics as temporal context that
attracts public attention.

Decay Function. Instead of constructing user interest profiles in a
sliding window, decay-based user interest modeling aims at including all
the interests of a user but decaying old ones. Therefore, many researchers
have focused on applying time decay functions over historical user
generated content of users (i.e., long-term user interest profile). Based
on time decay functions, the weight of each interest is calculated based
on its age. The intuition behind those interest decay functions is that a
higher weight should be given to recent interests than old ones.

For example, in Abel et al. (2011a,b), it is shown that a user’s
interests change over time and are influenced by public trends in twit-
ter. They have modeled user interests in a given timestamp as a set
of weighted concepts and have proposed a time-sensitive interest de-
cay function according to the temporal distance between the concept
occurrence time and the given timestamp for calculating the weight
of each concept. Similarly, in Orlandi et al. (2012), the authors have
investigated applying an exponential time decay function to compute
the user interests weights through a user study. They have shown that
using a slower decay function to represent user interests provides a more
complete picture of the user and hence produces more accurate profiles.
In Ahmed et al. (2011), the authors have argued that because of the
sparsity of user’s history, using exponential decay function would have
forgotten quickly about the user’s long-term interest, therefore, their
temporal model combines three levels of abstractions: (1) user interests
over the whole user history, (2) interests of the user in the recent week,
and (3) interests of the user in the last month.

The effectiveness of the temporal approach incorporated in different
studies to capture the dynamics of user interests depends on the purpose
of user modeling. For instance, recently, the effectiveness of different
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time decay functions for incorporating dynamics of user interests in the
context of personalized link recommendations on Twitter is investigated
in Piao and Breslin (2016c). They have shown that using decay functions
to build user long-term profiles shows noticeable improvement in the
quality of link recommendations compared to user profiles without
considering any decay of user interests. However, in the context of
publication recommendation, in Nishioka and Scherp (2016), it is shown
that short-term user interest modeling outperforms applying exponential
decay function for building user interest profiles.

2.4 Semantics-Enabled User Interest Profile Representation

In this section, we introduce different semantic web methodologies and
technologies adopted in the literature for representing the constructed
user interest profiles. Unfortunately, in the field of user interest modeling
from social media, there exists no established industrial standards to
support the selection of an ideal representation model. In literature,
whether the representation model for individual topics of interest is
a keyword-based or a concept-based model, the most adopted model
for representing the final user interest profile is the generic Entity-
Relationship (ER) model.

Introduced in 1976, an ER model (Chen, 1976) is composed of two
main elements: (1) those representing the types of entities in the domain
of interest, and (2) those specifying different relationships that can exist
between the instances of those entities. ER model representations, due
to their simplicity and effective support of database technologies, which
are also able to provide a comfortable access to data sources even in
the context of big data applications, have been widely adopted in many
fields of research and applications.

In the field of user interest modeling from social media, the generality
and simplicity of ER representations leads to undesired side effects,
mainly affecting the interoperability of the resulting user interest models
(Bojars et al., 2008; Orlandi et al., 2012; Peña et al., 2013). To remedy the
situation, Semantic Web (SW) technologies, for instance ontologies, have
been used in some studies with the purpose of improving interoperability
and tackling difficulties of integrating data from multiple sources. This
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line of studies has shown promising results, emphasizing the need for
further investigations in this direction. For example, SW technologies
are involved in Ma et al. (2011) to favour the modeling of user interests
across multiple social media or as shown in Piao and Breslin (2016c) to
model and represent both the dynamics and semantics of user interests.

In the following, we first provide some background information about
semantic web technologies and different semantic web vocabularies used
in the literature to represent user interest models. Then, in Subsec-
tion 2.4.2, we review some sample studies to show how these vocabularies
are adopted to represent the constructed user interest profiles.

2.4.1 Semantic Web Technologies and Vocabularies for User
Interest Modeling

The term “SW technologies and vocabularies” identifies the ensemble of
existing methodologies and technologies developed since 2006, the year
when Nigel Shadbolt and Tim Berners-Lee published a foundational
article describing the vision of the Semantic Web (Shadbolt et al., 2006).
In the SW vision, information is shared on the Web in a form which is
understandable by both humans and machines. In fact, the semantic
web depicts a scenario where the knowledge representation models are
based on a more interoperable framework so that data can be shared and
reused across applications. This, among many other interesting benefits,
has the potential to overcome the limitations of ER representation
models. This enables information to be published and shared on the
Web as a global interlinked knowledge graph where both nodes and
relations are formally described using a collection of well-defined core
ontologies. Further extensions and complementary additions to this
core ontological layer can be developed in the form of ontologies which
provide domain/application specific knowledge.19

From the point of view of the underlying technology stack, different
technologies are introduced by Berners-Lee (2005) as the main building
blocks of the Semantic Web. Among these, the Resource Description
Framework (RDF)20 provides a data model for formally describing

19https://www.w3.org/standards/semanticweb/.
20https://www.w3.org/TR/rdf-concepts/.

https://www.w3.org/standards/semanticweb/
https://www.w3.org/TR/rdf-concepts/
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resources and relationships between them. It is worth noting that the
relationships can at the same time be considered as specific resources,
and hence their properties and relationships can be described using RDF.
An excerpt of RDF specification is composed of RDF statements called
triples, where each triple is in the form of a subject-predicate-object
expression. The subject and object represent two resources and the
predicate represents a specific relationship between those resources. On
top of RDF lies the RDF schema which provides the primary constructs,
in terms of a set of classes and properties, to describe ontologies.21

A set of RDF statements can be serialized in different formats such
as RDF/XML and N-triples to make the data interchangeable across
different applications. Furthermore, RDF data can be stored in RDF
repositories and queried using query language such as SPARQL.22 Fi-
nally, the formalism provided due to the use of ontologies, has the
benefit that it enables automatic reasoning over ontological representa-
tion of data. This reasoning can be realized in the form of automatic
detection of inconsistencies in the data, or inferring not-explicitly stated
information based on the specification of the relations’ characteristics,
e.g., being transitive or symmetric.

In the following, different SW vocabularies frequently used to repre-
sent user interest models are introduced.

Friend Of A Friend (FOAF) Vocabulary.23 The Friend Of A
Friend (Graves et al., 2007) is a vocabulary which enables the descrip-
tion of social interactions between entities belonging to three kinds of
network: (1) social networks of human collaboration, friendship and
association, (2) representational networks that describe a simplified view
of a cartoon universe in factual terms, and (3) information networks that
use Web-based linking to share independently published descriptions of
this interconnected world.

As also clearly stated on the FOAF specification, the scheme is not
restricted and limited to the description of user relationships on social
media, but is able to describe even more general relationships in real

21https://www.w3.org/TR/rdf-schema/.
22https://www.w3.org/TR/rdf-sparql-query/.
23http://xmlns.com/foaf/spec/.

https://www.w3.org/TR/rdf-schema/
https://www.w3.org/TR/rdf-sparql-query/
http://xmlns.com/foaf/spec/
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and fictional scenarios. In the context of user interest modeling on social
media, the FOAF vocabulary represents a valid scheme to represent
user network related relationships. For example, Mypes (Abel et al.,
2010), an online service designed to connect, aggregate, align and enrich
users’ profile information from diverse online services, provides users’
profiles expressed on top of the FOAF vocabulary.

Semantically Interlinked Online Community (SIOC) Vo-
cabulary.24 In contrast to FOAF vocabulary that aims to model
users and their networks, Semantically Interlinked Online Communities
(SIOC) project (Breslin et al., 2006) provides a lightweight ontology for
describing user-generated content in the Social Web and the structure
of online communities. The SIOC ontology can be combined with other
ontologies such as FOAF and allows interlinking information across
online communities. For example, in Bojārs et al. (2008) different ontolo-
gies such as SIOC and FOAF are used for interlinking and reusing user
data across different social applications. With respect to user interest
models, SIOC provides a valid representation scheme to model entities
such as users (sioc:User), posts (sioc:Post) and topics (sioc:has_topic).

Simple Knowledge Organization System (SKOS) Vocabu-
lary.25 The Simple Knowledge Organization System (SKOS) (Miles
et al., 2005) provides a model for expressing the basic structure and con-
tent of concept schemes such as thesauri, classification schemes, subject
heading lists, taxonomies, folksonomies, and other similar types of con-
trolled vocabulary. Hence, the SKOS vocabulary favors the integration
and interlinking of concepts across different knowledge sources. In the
context of concept-based user interest models, SKOS properties, such
as skos:related and skos:exactMatch, are used to represent the mapping
of user interests into existing entities defined on external knowledge
bases.

Social Semantic Cloud of Tags (SCOT) Vocabulary.26 The
SCOT (Social Semantic Cloud of Tags) is an ontology for representing

24https://www.w3.org/Submission/sioc-spec/.
25http://www.w3.org/2004/02/skos/core.html.
26http://rdfs.org/scot/spec/.

https://www.w3.org/Submission/sioc-spec/
http://www.w3.org/2004/02/skos/core.html
http://rdfs.org/scot/spec/
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tag data and social relations across different sources by different classes
such as scot:Tag and scot:Tagcloud. It provides the structure and se-
mantics for describing resources, tags, and users, and includes some
properties such as scot:acronym, scot:spelling_variant and scot:synonym
in order to reduce tag ambiguity. For example, in Abel et al. (2010), the
tag-based profile of a user is extracted from the user’s latest tagging ac-
tivities in Flickr, Delicious, StumbleUpon and Last.fm and represented
by SCOT vocabulary.

Weighted Interests (WI) Vocabulary.27 The Weighted Inter-
ests (WI) vocabulary provides a model to describe groups of ordered
user preferences. The WI vocabulary enables the specification of rela-
tions of interest between instances of the class foaf:Agent and instances
of the class wi:WeightedInterest by the property wi:preference. It can
also be used to explain that a user (an instance of the class foaf:Agent)
is not interested in a collection of documents (foaf:Document) or in a
collection of concepts (skos:Concept) by the property wi:notInterestedIn.
In the more recent revisions of the vocabulary28 particular attention
is posed on interest dynamics. With the class wi:InterestDynamics, it
is possible to define a specific interval of interest validity, enabling a
better representation of the dynamics between users and interest.

There are also some other vocabularies such as Weighting Ontol-
ogy (WO)29 and Open Provenance Model (OPM)30 which are
used in the literature to provide more information about user’s interests.
The WO is used to relate any topic of interest to a wo:Weight instance
with the property wo:weight. It includes wo:weight_value and wo:scale
properties to associate the numeric value and the scale of the weight
respectively. The OPM offers several core concepts and relationships to
represent provenance. It includes opm:wasDerivedFrom, through which
it is possible to model the resource that each topic of interest for a
given user is extracted.

27http://smiy.sourceforge.net/wi/spec/weightedinterests.html.
28http://smiy.sourceforge.net/wi/spec/weightedinterests.html#sec-example.
29http://smiy.sourceforge.net/wo/spec/weightingontology.html.
30http://openprovenance.org/.

http://smiy.sourceforge.net/wi/spec/weightedinterests.html
http://smiy.sourceforge.net/wi/spec/weightedinterests.html#sec-example
http://smiy.sourceforge.net/wo/spec/weightingontology.html
http://openprovenance.org/
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2.4.2 Sample Ontological User Interest Profile Representation

In this section we show some examples of user interest model represen-
tations based on SW technologies. For example, GeniUS (Gao et al.,
2012) is a software library for generating semantically meaningful social
media profiles based on the concepts that are mentioned in the tweets
of users. The user interest profiles generated by GeniUS are represented
by both FOAF and Weighted Interests (WI) vocabularies. The library
also supports a semantic filtering feature through which application
developers can specify a SPARQL query that describes what kind of
topic-based profile a client is seeking for in a domain specific application.

Figure 2.9 shows the extracted interest profile for a sample user. It
includes the user’s topics of interest from different domains such as music,
software and movies. Using wi:preference property, the profile shows
that the user is interested in jazz music (dbpedia:Jazz), short movies
(dbpedia:Short_film) and software products (e.g., dbpedia:Second_Life).
The degree of interest of the user to each topic is specified by Weighting
Ontology (i.e., wo:weight). The profile depicts that the interest of the
user to jazz music is 0.5889 which is more than his interest in short
movies which is 0.3333.

Given the RDF repository of interest profile, using the following
SPARQL query, GeniUS library will extract only the concepts that
belong to the software domain (i.e., the extracted interest profile only
includes dbpedia:Second_Life and dbpedia:GarageBand).

Similarly, in Kapanipathi et al. (2011), interest profile of users are
represented using FOAF and the Weighted Interests (WI) vocabularies.
A sample interest profile is depicted in Figure 2.10. Since they have
inferred the users’ interests from multiple social media, for each topic
of interest, they have specified its source using Open Provenance Model
(OPM)31 vocabulary. Based on Figure 2.10, the user is interested in Se-
mantic Web which is derived from (opm:wasDerivedFrom) both Twitter
and LinkedIn.

As other examples, in Kapanipathi et al. (2011), the authors have
presented an approach to suggest public tweets according to a user’s
interests. Since, they have represented both users’ profiles and tweets in

31OPM Specification: http://openprovenance.org/.

http://openprovenance.org/
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Figure 2.9: Example of the extracted interest profile for a sample user (Gao et al.,
2012).

RDF, thanks to semantic web technologies (i.e., RDF triples stores and
SPARQL), the presented approach is able, in real time, to semantically
select public tweets from public streams and suggest those semantically
related to the interests of a specific user.

Recently, in Tommaso et al. (2018), a multi-domain interest dataset
named Wiki-MID is collected and published for Twitter users which
is published based on SW technologies and vocabularies. As shown in
Figure 2.11, in Wiki-MID, Twitter users are instances of the sioc:User-
Account class. The relation between each user and her interests extracted
from her posts are specified by sioc:likes predicate; and skos:relatedMatch
predicate is used to show the corresponding Wikipedia entity of each
user’s interest which is the result of the automated mapping methodology
applied to map the user’s interests to Wikipedia entities.



2.5. Cross-System User Interest Modeling 481

Figure 2.10: Representing an interest and its weight found in two sources
(Kapanipathi et al., 2011).

Figure 2.11: The model representation of Wiki-MID dataset (Tommaso et al.,
2018).

2.5 Cross-System User Interest Modeling

User interest modeling from social media can be viewed as either single-
system or cross-system (Orlandi et al., 2012). In single-system ap-
proaches, only one social media is considered as a source of information
for user interest modeling. Cross-system approaches, on the other hand,
are based on the idea that a user has different profiles in different
social media for different purposes, and to extract her interests more
accurately, it would be better to extract and integrate her information
from all those profiles (Spasojevic et al., 2014).

For example, users on LinkedIn connect to their business partners,
Facebook users connect to their friends, Twitter users probably post
about recent news and events, tag-based Flickr profiles are related to
geographical topics, while Delicious and StumbleUpon profiles refer to
topics in the area of communication.
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More specifically, in Ottoni et al. (2014), the authors have analysed
the activities of users who have accounts on both Twitter and Pinterest
and observed that although many users seem to maintain a single identity
and interests across the two social media, they do different activities on
each social media. For example, by modeling user’s interests on each
social media over Pinterest’s predefined categories, they observed that
users tend to engage in more categories on Pinterest than on Twitter,
and, while Twitter is a popular communication platform, Pinterest plays
a key role in identifying new interests of users. Therefore, since the
overlap of the individual user profiles across the different social media
is rather low (e.g., on average, less than 10% for Flickr and Delicious
profiles), by aggregating the information about a user from multiple
social media, it is possible to build a multi-faceted user profile which
is more comprehensive compared to single-system profiles (Abel et al.,
2013b).

Another advantage of cross-system user interest modeling is that
they can improve the quality of recommender systems especially by
addressing the cold-start and sparsity problem (Abel et al., 2013b). For
example, in Abel et al. (2013b), the authors have built a tag-based
profile of a user by aggregating the user profiles extracted from the social
tagging activities of the user in different social media such as Flickr,
Delicious and StumbleUpon. By evaluating the performance of cross-
system user modeling strategies in the context of tag recommendation
systems, they have shown that the aggregated profile is able to solve
the cold-start problem and improve the quality of recommendations,
even beyond the cold-start.

As another example, based on the idea that a user might be more
active on Google+32 than Twitter, in Piao and Breslin (2016a) the infor-
mation of a user on Google+ is utilized to improve her recommendations
on Twitter. Further, despite most of the cross-system user modeling
studies that have aggregated the inferred interest profile from each
social media with the same weight (e.g., Abel et al., 2013b), they have
applied different weights to each social media profile for the aggregation
process.

32Google+ no longer available for consumer and brand accounts.
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Although cross-system user modeling brings many opportunities,
taking advantage of these opportunities is not trivial. The first and
foremost step of cross-system modeling is user identity linkage across
online social media (Shu et al., 2016). For example, in Abel et al. (2013b),
the accounts of a given user in different social media (e.g., Facebook,
Twitter and LinkedIn) are identified by exploiting the Google Social
Graph API, that provides account mappings for all users who linked
their accounts via their Google profile. Similarly, in Piao and Breslin
(2016a), the accounts of users who use both Twitter and Google+ are
obtained from about.me33 dataset.

As user identity linkage across social media is a very important
and challenging problem, it has become a trending research area and
attracted more and more research attention. The main challenges of user
identity linkage are as follows (Shu et al., 2016): (1) Profile Inconsistency:
Different social media have different structures to present user profile
attributes, e.g., age, location, friends. Further, the same attribute can
be filled up with different information by a user in different social media
based on the user’s purpose in that social media. Therefore, profile
inconsistency increases the uncertainty and ambiguity mapping the
user’s accounts across different social media. (2) Content Heterogeneity:
The user’s generated content may be in various medium types such as
text, image, video and check-ins in different social media. Therefore,
The heterogeneous content information makes it difficult to use them
to measure the similarity between the users’ behavior accurately to
link user identities. (3) Network Diversity: Users may be connected to
different users in different social media based on the user’s purpose
in that social media. For example, a user may be connected with her
co-workers on LinkedIn who are not necessarily the same as her friends
on Facebook. This may prevent us from using graph structure patterns
to match user entities as traditional entity resolution tasks. Interested
readers about the state-of-the-art approaches on user identity linkage
across social media are encouraged to see (Shu et al., 2016).

33https://about.me.

https://about.me


3
User Interest Modeling Approaches

Most of the studies in user interest modeling from social media extract
users’ explicit interests that are directly observable from user content.
However, given the increasingly noticeable free-rider behavior in social
media, techniques that rely on users’ explicitly observed content may
not be fully desirable in such circumstances. Some other techniques
focus on passive users and extract their implicit interests by considering
the interaction patterns between users and topics. There is another line
of work that is dedicated to predicting users’ future interests instead of
modeling current or past interests of users. These studies are primarily
focused on predicting if and which users would be interested in future
topics on social media.

In this section, we introduce different approaches proposed in each
category, i.e., explicit user interest detection, implicit user interest
mining and future user interest prediction.

3.1 Explicit User Interest Detection

There is a rich line of research on user interest detection from social
media that have focused on extracting explicit interest of a user by
leveraging information from the user’s own activities (e.g., social posts

484



3.1. Explicit User Interest Detection 485

and social relations). The intuition behind explicit interest detection
is “You are what you share”. Take Twitter as an example, a user can
have different activities such as posting, re-tweeting, liking or replying
to a tweet or follow other users. For example, if a user mentions the
term Arsenal frequently in her tweets or follows the Twitter account
@Arsenal, one can conclude that she is explicitly interested in Arsenal
football club. Similarly, if a user frequently posts some photos related
to football on social media platforms such as Flickr, one can conclude
that she is interested in football.

Given a set of topics of interest (represented by keywords or con-
cepts), based on the weighting scheme that is utilized to determine the
importance of the interest with respect to a user, the explicit interest
detection approaches can be divided into three categories: (1) frequency-
based approaches, (2) probabilistic approaches, and (3) machine learning-
based approaches, and (4) similarity-based approaches.

3.1.1 Frequency-Based Approaches

A common and simple weighting scheme to calculate the degree of
interest of a user to a given topic of interest is using the frequency
of the interest (e.g., keyword or concept) in the user’s activities. For
example, to detect explicit interests of uses, the authors in Abel et al.
(2011c) first enriched the Twitter posts by linking them to related news
articles in different news media such as CNN, BBC or New York Times.
Then, for a given user, they have extracted the entities (e.g., people,
organization or events) or topics (e.g., politics and sports) of the user’s
enriched posts using web services provided by OpenCalais.1 Finally, to
build a user interest profile (entity-based or topic-based profile), they
have calculated the degree of interest of the user to each entity/topic by
counting the number of her tweets referring to the given entity/topic.
Similarly, in Nguyen et al. (2016), to build a user interest profile, a
multi-label classifier is trained to classify each Twitter post into one
or several topics out of 16 label genres (15 from Francis and Kucera
(1979) and an additional label named “tech”). Then, the interest profile
of a user is constructed by aggregating all the occurrences of each genre

1https://developers.refinitiv.com/open-permid/intelligent-tagging-restful-api.

https://developers.refinitiv.com/open-permid/intelligent-tagging-restful-api


486 User Interest Modeling Approaches

for each post written by the user. Finally, the constructed user interest
profiles have been used for recommending articles from another social
media platform – Reddit,2 which is a network of communities based on
people’s interests.

In Dinh and Van Pham (2020) the authors have proposed a CNN-
based deep learning model to classify Facebook posts into five topics
such as “Health” and “Technology” by considering word embeddings
with user features such as gender, age and the number of followers.
Afterwards, a user interest profile is constructed based on the number
of her posts tagged by each topic. The similar idea of using multi-label
classifier(s) for inferring user interest profiles has been applied for photos
as well. The authors in Pandey and Sang (2015) have trained two-level
classifiers to classify photos shared by users on Instagram into topics
in an interest ontology with two levels. Then, a user interest profile is
built based on the percentage of her photos belonging to each of the
interest topics/categories.

To model explicit interests of users over DBpedia entities, in Orlandi
et al. (2012), Zemanta, an entity annotator, is used for connecting a
user’s textual content to DBpedia entities. To build an entity-based
profile for the user, the degree of interest of the user to each extracted
entity is calculated by applying an exponential time decay function to the
frequency value of the entity in the user’s textual content to give higher
weight to the interests that occurred recently. Similarly, in Kapanipathi
et al. (2011), the authors modeled the users’ interests by annotating
their social posts with DBpedia entities. However, instead of using an
existing entity annotator, they applied a dictionary-based technique in
which the dictionary includes a set of concepts from DBpedia. In their
model, the degree of interest of a Twitter user to an entity is calculated
by dividing the number of occurrences of the entity in her latest 500
posts by the total number of entities identified in the same posts.

Photos shared by users have been also used for building concept-
based user interest profiles where the vocabulary is a set of predefined
labels obtained by classifying those photos using a classifier such as

2https://www.reddit.com/.

https://www.reddit.com/
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GoogleNet (Szegedy et al., 2015) or deep learning based image anno-
tation frameworks such as Caffe (Jia et al., 2014). For example, the
problem of extracting interests from shared photos is treated as an
object classification task in Wieczorek et al. (2018). The authors have
adopted existing computer vision approaches such as ResNet-50 to
classify each photo into 1000 ImageNet concepts. For each classified
label, the authors have used the semantic network of BabelNet to find
a domain for each label using predefined rules. Finally, a user interest
profile is built based on the frequency of each domain (34 in total)
extracted from shared photos on Flickr.

The authors in Wang et al. (2009) have used an image annotation
tool, named Arista (Wang et al., 2008), to annotate each photo shared
on Flickr by users. Given each category in DMOZ taxonomy as a topic,
they have measured the degree of interest of a user to each topic using
the frequency of the words in those annotations in topics. As a naive
model, the authors have also utilized tags assigned to photos to build a
tag-based interest profile. Similarly, in Joshi et al. (2015) the interest
profile of a user is built based on analysing the visual content of photos
shared by the user on Flickr where the vocabulary is the 1000 ImageNet
concepts. Given the concepts and scores assigned to each photo using
the Caffe image annotator, for each user, her interest in a concept
is calculated by the average of the concept scores across her photos.
The authors also built a tag-based interest profile for a user based
on the tags assigned to each photo by its owner or third party users and
the weighting scheme is a standard TF-IDF based score vector across
the vocabulary of tags.

Instead of representing each topic of interest as a single concept,
in Zarrinkalam et al. (2015), the authors have viewed each topic of
interest as a conjunction of several concepts and modeled user explicit
interests over these topics by analysing the user’s textual content. To
extract active topics, they have first constructed a concept graph in
which nodes are the Wikipedia entities mentioned in the posts (TagMe
annotator is used to annotate posts) and the links between each two
entities are based on their co-occurrence in posts. Then they have
applied a clustering algorithm to extract the group of concepts which
are temporally correlated on Twitter as active topics in a given time
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interval. Finally, they have calculated the degree of interest of a user to
each extracted topic based on the frequencies of the constituent entities
of the topic in the posts published by the user.

3.1.2 Probabilistic Approaches

In some studies, the probabilistic topic models such as LDA are utilized
to weigh the interests of a user. For example, in Weng et al. (2010),
the topic profile of each user is extracted by first aggregating the posts
published by an individual user in Twitter into a single document
and then applying LDA over the collection of documents. The authors
have utilized the discovered topic profiles for users to calculate the
topical similarity between users in order to measure the influence of
users on Twitter. In He et al. (2014), a novel topic model called User-
Topic model (UTM) is proposed to discover user interest in microblogs,
considering both original interest and retweet interest of users. Similarly,
in Xu et al. (2011) topic modeling approach is utilized for user interest
modeling. The authors have indicated that the large amount of posts on
Twitter (e.g., social-chatting and daily-life posts) are interest-unrelated.
Therefore, they have modified author-topic model (a generative model
that extends LDA) (Rosen-Zvi et al., 2004) for extracting the users’
interests where the latent variables are used to indicate whether the
post is related to the user’s interests or not which result in filtering out
the interest-unrelated posts from the process of user interest modeling.
The author-topic model is also modified in Xu et al. (2012), by assuming
that user behavior is mainly influenced by three factors: breaking news,
posts from social friends and user’s intrinsic interest.

Temporal user modeling, which incorporates the timestamp of user
behavior data and understands users’ interest evolution, has also been
considered in Probabilistic approaches to infer explicit interests of users.
For example, in Yin et al. (2015), based on the intuition that users’
behaviors are influenced by user intrinsic interests and the public’s
attention during a time period, the authors have proposed a temporal
context-aware mixture model (TCAM) that explicitly introduces two
types of latent topics to model user interests. Since TCAM assumes that
the users’ interests are stable over time, they have also extended their
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model to a dynamic temporal context-aware mixture model (DTCAM)
to explicitly model the dynamics of users’ interests. The authors have
evaluated their model on different social media, i.e., Digg, Douban
Movie, MovieLens and Delicious. Similarly, a probabilistic framework
is proposed in Sang et al. (2015) for inferring user interest profiles.
They have assumed users have long- and short-term interest (topic)
distributions. Long-term interests denote stable preferences of users
while short-term interests denote user preferences over short-term topics
of events in social media.

Probabilistic approaches have been also applied to extract topics
from both photos and their associated tags. In Xu et al. (2011), the
authors have proposed a mixture model that leverages both the textual
and visual content associated with social images on Flickr. Similar to
the idea that a tweet is generated by topics distributions learnt from
LDA, the authors assumed a (photo, tags) pair is also generated by
topics learned by the proposed approach. To this end, GoogleLeNet
(Szegedy et al., 2015) and LDA are applied to extract features from a
photo and associated tags respectively. Afterwards, a Gaussian model
is used to facilitate the generation from those two spaces.

3.1.3 Machine Learning (ML)-Based Approaches

To weigh the interests of a user, ML-based approaches have been used as
well. For example, the authors in Zhao et al. (2015) have proposed using
matrix factorization techniques to infer a user’s topical interests using
their actions within Google+. They have represented topical interests
as entities in Google Knowledge Graph3 such as “basketball” or “video
games”. Given the observation that social media users interact with
different topics using different types of behaviors such as commenting,
posting, or +1 (liking), the authors introduced a behavior factorization
approach considering different behavior types differently (i.e., building
matrices of different behavior types) while applying matrix factorization
techniques.

There have been some studies focusing on neural network-based
embedding methods to learn user interests. For example, in Liang

3https://developers.google.com/knowledge-graph.

https://developers.google.com/knowledge-graph
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et al. (2018) the authors have presented a dynamic embedding framework
in which words and users are jointly modeled in the same semantic
space, which allows measuring the similarity between users and words
when constructing a user profile. As other examples, In You et al. (2016)
the authors have proposed inferring users’ interests distribution over 34
topical interests/categories on Pinterest. To this end, the authors first
used a Convolutional Neural Network (CNN) to classify each image
that has been shared by a user. Afterwards, based on the initial labels
predicted by the CNN model for each image, they predict the users’
interests from the unorganized collection of images by using a proposed
image and group level label propagation approach.

Similarly, the authors in Geng et al. (2014) have also studied infer-
ring user interests on Pinterest based on photos shared by users with
respect to the fashion domain. Instead of inferring user interests in
a set of topical categories, they have inferred ontological models to
generate comprehensive user profiles. To this end, they have proposed
an ontology construction method to structuralize the curated images
onto an ontology by pruning the Wikipedia category graph. Afterwards,
a novel multi-task convolutional neural network (mtCNN) is proposed to
predict whether an image belongs to a concept in the ontology. Finally,
the inferred profiles are further refined by exploiting the rich social
relations offered by social curations on Pinterest such as how many
users have pinned two images, how many bundles share the two images,
and the similarity between those images. Recently, Pinterest also intro-
duced their ML-based approach called User2Interest for inferring user
interests. One of the most important input signals to the ML system is
user engaged Pins and corresponding interest labels of those pins output
from Pin2Interest, which is another ML system that maps Pinterest
Pins to interest categories in a predefined interest taxonomy.4

To detect explicit interests of users over the categories defined in
Reddit, In Fiallos and Jimenes (2019), first a multi-label classifier has
been trained where the training dataset was obtained from selected user
forums belong to Reddit which had information of users conversations

4https://medium.com/@Pinterest_Engineering/interest-taxonomy-a-knowledge\
-graph-management-system-for-content-understanding-at-pinterest-a6ae75c203fd.

https://medium.com/@Pinterest_Engineering/interest-taxonomy-a-knowledge\-graph-management-system-for-content-understanding-at-pinterest-a6ae75c203fd
https://medium.com/@Pinterest_Engineering/interest-taxonomy-a-knowledge\-graph-management-system-for-content-understanding-at-pinterest-a6ae75c203fd
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grouped in eight categories such as sports, entertainment, politics,
business and tech. Then, an LDA topic modeling applied over tweets
to identify the topics of interest of each user. Finally, the multi-label
classifier has been applied to the word topics to model user interest over
the eight Reddit categories. In Xu and Lu (2015), the authors have also
treated the problem of detecting user interests on Tumblr as a multi-
label classification problem. They have proposed a graph model which
contains two subgraphs, one for users and the other corresponds to
topics of interests (i.e., tags in Tumblr posts). Finally, the user interest
detection problem has been formulated as a multi-label classification
on the bi-relational graph.

3.1.4 Similarity-Based Approaches

Apart from aforementioned three approaches, some approaches have
used similarity/distance measures to derive the weights of each prede-
fined user interest. For example, in Gasparetti (2017), to model the
users’ explicit interests over eight news categories (e.g., sports, food and
politics), the authors mapped both users’ posts and news categories to
a vector of vocabulary. Given the vectors for the user’s posts and news
categories, they have calculated the importance of each news category
for a given user by simply calculating the cosine similarity between their
corresponding vectors. Since there is a semantic gap between the news
media and social media, instead of using terms as the vocabulary, they
have used Wikipedia entities and categories. For example, social media
users often use the term “SNS” instead of the full name “social network-
ing service”, while news media use the term “social media service”. To
solve the semantic gap problem, they have designed Wikipedia-based
feature generators to convert a term vector to a vector of Wikipedia
categories or a vector of Wikipedia entities. For instance, if a term vector
contains the term “Pizza” and another term vector contains the term
“Omelette”, then their corresponding Wikipedia-based feature vectors
may contain the same Wikipedia category (i.e., “Category: food”).

Recently, in Seghouani et al. (2018), an unsupervised multilingual
approach named FRISK (Find twitteR InterestS via wiKipedia) is pro-
posed for extracting a user’s interests over a predefined set of Wikipedia
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categories (i.e., Politics, Economy, Games, Gastronomy, Sports and
Tourism) based on the meaning of the words explicitly mentioned in
the user’s posts. To build the interest profile of a user, they have first
annotated the user’s posts to Wikipedia entities using TagMe. Then,
given the Wikipedia graph, they calculated the degree of interest of the
user to each predefined category based on the graph distance between
Wikipedia entities mentioned in the user’s posts and the given category
representing the interest.

3.1.5 Summary and Discussion

In Subsection 3.1 we reviewed existing approaches in the literature for
detecting explicit interests of users by analysing their activities on social
media. On one hand, high-quality interest profiles would be expected as
those approaches directly process the content that is generated by users
to infer their user interest profiles. On the other hand, they require users
to be actively generating content on social media platforms, which might
not always be the case for a great number of users as we will discuss in
the next section. Tables 3.1 and 3.2 summarizes these studies in terms
of the basic user interest modeling features introduced in Section 2. In
summary, our key findings include:

• The most common and dominant approach for identifying the
degree of a user’s toward a specific topic is the frequency-based
approach through which the frequency of the topic is calculated
in the user’s activities. However, more recent studies show some
other techniques like embedding methods, vectorization and graph
analysis can be applied properly for this purpose.

• Social posts (as internal data) are the main source of information
for modeling explicit interests of users. Specifically, 28 out of 37
studies (76%) covered in Tables 3.1 and 3.2, use social posts as one
of their internal sources of information. However, other sources of
information, like images have been used relatively less frequently
in the studies. This can be attributed to the fact that most studies
are focused on using Twitter as the target social media, which is
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mainly text-centric, hence less potential has been considered to
exist for processing images shared over this social media.

• Due to the inherent conciseness of user generated content in the
dominant social media, like Twitter, most studies on explicit
interest detection utilize an external knowledge source for enrich-
ing user contents. Wikipedia and DBpedia are among the main
sources that have been used in this regard. This is not surprising,
since both sources provide a community-based representation of
encyclopedic knowledge which has two interesting properties, i.e.,
being user-generated and being not limited to a specific domain.
Further, due to the availability of high-quality entity annota-
tion tools, like TagMe and Zemanta, that annotate a text with
Wikipedia/DBpedia entities, using these knowledge sources for
content annotation has become a de-facto standard in the field of
user interest modeling from social media.

• Although concept-based techniques have shown to be able to
address the limitations of keyword-based techniques for the rep-
resentation of the user interests, both types of techniques have
been and are popular in the studies on explicit interest detection.
However, an important observation is that the keyword-based tech-
niques have shifted the interpretation of keywords from unigrams
to more information-conveying and larger units like hashtags and
named entities.

• While it is well accepted in the literature that users’ interests
change over time, this dynamicity has not been considered in about
half of the studies in explicit interest detection. Among those
studies that take temporal aspects of users’ interests into account,
two groups of works can be distinguished. In the first group, this
is considered by simply dividing the time dimension into a set of
intervals and extracting the users’ interests separately for each
time interval based on the interval specific network representation.
The second group of studies however deals with the dynamicity
of users’ interests in a cross-interval fashion, by paying attention
to how the user’s interests evolve from one interval to the next
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one. This evolution is usually modeled using decay functions to
simulate the idea that users generally lose interest in the topics
in which they have been previously interested.

• Using ontology-based techniques cannot be considered as a no-
ticeable trend among the explicit interest detection approaches.
Furthermore, from the analysis of the studies that use ontologies
it can be concluded that a very limited number of ontologies have
been used in this field. This is not surprising since the potentials
of ontologies are realized mainly where there is a tendency towards
sharing information in an application-independent way, for use by
further parties. Since sharing the detected users’ interests has not
been the purpose of the studies, it is clear that using ontologies
cannot provide noticeable contribution to the field, except for
cross-system approaches which deal with detecting users’ interests
by analysis of her information from multiple social media.

• Despite the interesting potentials of cross-system modeling in
providing a more comprehensive and diverse model of the user,
due to the existing challenges in user identity linkage over different
social media, there is much room for research in order to realize
this potential. Most of the existing studies only extract explicit
interests of users based on the users’ data in one social media
and only a limited number of studies propose a cross-system user
modeling approach.

3.2 Implicit User Interest Mining

User implicit interests are those potential interests that a user did not
explicitly mention but might have an interest in. Since explicit user
interest modeling approaches extract interests of a user by using the
information from her own activities, it can be only helpful for modeling
the interests of active users. However, most users on social media are
passive and prefer to passively read rather than to actively engage
(Romero et al., 2011). For example, 40% of users browse Facebook
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only passively, without posting anything5 or 44% of Twitter users
have never sent a post.6 Thus, the interests of such users cannot be
directly identified from their explicit contributions to the social network.
Implicit interest user modeling, not only improves user interest modeling
for active users, but also provides the opportunity of modeling users’
interests for free-riders and passive users which are the majority of
social media users.

For inferring implicit interests of users, relationship between users
and relationship between topics of interest are two main indicators used
in different studies (Zarrinkalam et al., 2016). Based on these indicators,
in this section, we review different approaches for implicit user interest
modeling which are divided into three categories: (1) User-centric models
that mainly use the inter-user relationships to infer implicit interests of
users, (2) Topic-centric models that use inter-topic relationships, and
(3) Hybrid models that use both indicators in a model.

3.2.1 User-Centric Models

Some authors have shown interest in inter-user relationship information
to extract the users’ implicit interests. They have usually used the ho-
mophily principle (McPherson et al., 2001), which refers to the tendency
of users to connect to other users with common interests or preferences,
to infer interests of a user based on the information provided by her
friends. It is noted that, friends of a user are those who are in the social
network of the target user, constructed either based on the explicit links
between users on social media or their inferred similarity. For example,
based on the homophily principle, in McPherson et al. (2001), it is
shown that the Twitter users tend to be in contact with other users
who are interested in similar topics by representing each user by the
hashtags mentioned in her posts.

Textual content of a user’s friends is the most common source of
information utilized in literature for inferring implicit interests of the

5Mander, Jason. “4 in 10 Facebookers Now Browsing the Site Pas-
sively.” February 20, 2015, https://blog.globalwebindex.com/chart-of-the-day/
4-in-10-facebookers-now-browsing-the-site-passively/.

6Yoree Koh, “Report: 44% of Twitter Accounts Have Never Sent a Tweet” Wall
Street Journal, 11 April 2014, http://bit.ly/2HdpBF2.

https://blog.globalwebindex.com/chart-of-the-day/4-in-10-facebookers-now-browsing-the-site-passively/
https://blog.globalwebindex.com/chart-of-the-day/4-in-10-facebookers-now-browsing-the-site-passively/
http://bit.ly/2HdpBF2
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user (Wang et al., 2013, 2014). For example, to infer implicit interests
of a user from Twitter, a probabilistic model is proposed in Budak
et al. (2014) which is based on the textual content of the user and her
friends. In this model, the authors have incorporated how susceptible
the user is to the influence of her friends. Similarly, in Pennacchiotti
et al. (2012) the interests of a Twitter user are inferred by using the posts
published by the user herself and her most authoritative friends. They
have characterized authoritative users by a high number of followers
and a high ratio between their followers and followees.

In Wang et al. (2014), it is argued that the algorithms that are
only based on explicit links between the users are too simple and would
not be effective in the context of social media which are sparse and
dynamic. Therefore, the authors in Wang et al. (2014) have extracted
user interests based on a specific link structure assumption under which
local link structures between two users are considered to be an indicator
of user similarity. For example, if two users share many followers, they
are likely to be similar in terms of their topical interests. They have
first modeled the interest profile of each user separately by analyzing
her published posts. Then based on a regularization framework, they
have extended the interest profile of a user using the interest profiles of
her friends.

More recently, the authors in Gong et al. (2020), inspired by the
concept of user schema in social psychology,7 take a new perspective to
perform user representation learning by constructing a shared latent
space to capture the dependency among different modalities of user-
generated data. In their work, both users and topics are embedded in
the same space to encode users’ social connections and text content,
to facilitate joint modeling of different modalities, via a probabilistic
generative framework. In some recent studies, it is argued that processing
the textual content of a user’s friends has some drawbacks: (1) it
increases noise in the process of user interest modeling. Because, the
friends of a user can publish a wide range of topics that they are
interested in, and the user is not always interested in all those topics.

7A user schema describes a pattern of thought or behavior that organizes cate-
gories of information and the relationships among them (DiMaggio, 2003).
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(2) It increases the difficulties of large-scale text processing for user
interest modeling (Bhattacharya et al., 2014).

To infer implicit interests of users at scale, tags, biographies and list
memberships of the users’ friends are other sources of information that
have been utilized in some studies. For example, in Cao et al. (2017),
the authors have defined the problem of learning user topical profiles as
inferring the unknown tags of users based on other user topical profiles
where their interests/tags are available. Here, the tags are the names of
Twitter lists that a user has been added into. As most of target users
do not have any partially explicit footprint (i.e., tags), the authors have
proposed a matrix factorization based approach, which integrates many
different kinds of implicit footprints. Implicit footprints include social
footprints such as whether two users have common connections, interest
footprints that consider whether two users have common topics in their
shared posts, and behavior footprints that consider whether two users
have similar behaviors such as retweeting the same tweet or sharing the
same URL.

As other examples, in Bhattacharya et al. (2014) and He et al.
(2015b), the implicit interests of a user are extracted based on the
topical expertise of her Twitter friends. Their approach is based on
the idea that a user might be implicitly interested in a given topic
if she is following the users who have been added into many topical
lists related to that topic. In He et al. (2015, 2020), the authors have
identified user’s interests for non-famous users based on the expertise
of their famous friends. The users who are followed by less than 2000
users are called non-famous users and the users who are followed by
at least 2000 users are called famous users. Their approach includes
two main components: in the first components, they have extracted the
topical expertise of famous users based on their topical lists and in the
second component they have proposed a Bi-Labeled LDA to extract
interest tags for a non-famous user. Similarly, the authors in Grbovic
et al. (2016b) have used the signals of following and liking the posts
created by social influencers with respect to specific topics of interest
for inferring implicit interests of users in those topics on Tumblr.

To build the interest profile of a user based on the expertise of her
friends, despite the approach in Bhattacharya et al. (2014), the authors
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in He et al. (2015b, 2020) have not considered all the expertise of a
user’s friends as her implicit interests. They have argued that a famous
user might be expert in different aspects and a non-famous user might
follow that famous user only due to one aspect. For example, Lance
Armstrong is famous as a “world-class cyclist” and a “cancer survivor”.
When a user follows Armstrong, she may be only interested in cycling
or she may also be a cancer survivor and interested in charity or she
may be interested in both but with different weights. Therefore, they
have proposed an LDA-based model named Bi-Labeled LDA to build
user implicit interest profiles.

3.2.2 Topic-Centric Models

The intuition behind using the relation between topics of interest to
infer implicit interests of users is that a user’s interests are semantically
or collaboratively related to each other. In other words, if a user is
explicitly interested in a topic, one can conclude that the user is probably
interested in the topics which are semantically or collaboratively related
to her explicit interests. In this section, we review the approaches used
in the literature for inferring implicit interests of users by leveraging
semantic or collaborative relatedness between topics of interest.

Semantic Relatedness

Inspired by the success of applying a knowledge base in a wide variety
of tasks, ranging from recommendation (Wang et al., 2019a,b), dialogue
system (Jin et al., 2018), to information extraction (Cao et al., 2018),
there is a line of work on implicit user interest mining that first models
primitive interests of a user over concepts defined in a knowledge
base and then infers the user’s implicit interests using the explicit
relationships defined in knowledge bases between the concepts. Primitive
interests here denote the concepts that can be directly spotted from
a user’s posts (Kapanipathi et al., 2014). Based on the structure of
the underlying knowledge base, these studies can be divided into two
categories: hierarchical and graph-based.
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Hierarchical Knowledge. In some studies, only the hierarchical re-
lations between concepts are considered. For example, given a set of
primitive interests of a user which are represented by a set of Wikipedia
entities, they utilize Wikipedia category hierarchy to infer high-level
interests of the user over Wikipedia categories as the user’s hierarchi-
cal implicit interests. For instance, in Kapanipathi et al. (2014) the
authors have first modeled the primitive interests of a user on Twitter
by annotating the user’s posts with Wikipedia entities and then calcu-
lating the degree of the user’s interests to each entity by employing a
frequency-based scoring mechanism. Then, to extract the hierarchical
implicit interests of the user, given the set of scored primitive interests
and the Wikipedia category hierarchy, they have first linked the entities
in primitive interests of the user to their appropriate categories and
considered them as leaf nodes in the Wikipedia category hierarchy. Then,
they have calculated the degree of interest of the user to each category
by propagating the scores of primitive interests up to the hierarchy as
far as the root node using spreading activation theory.

Instead of processing the user’s published posts, the authors in
Besel et al. (2016) have annotated the followees’ accounts of a user
to Wikipedia entities utilizing MediaWiki Web API8 to extract her
primitive interests. Then to extract the hierarchical implicit interests of
the user, given the extracted primitive interests and WiBi (Flati et al.,
2014) as a hierarchical knowledge base, they have expanded the user’s
primitive interests by assigning the entities to categories in WiBi and
applying the spreading activation functions proposed in Kapanipathi
et al. (2014). Similarly, in Faralli et al. (2017) the followees of a user have
been used to extract the user’s primitive interests. However, instead of
using all the followees, they have only considered topical users. A topical
user is a user who has a corresponding Wikipedia entity. For example,
@britneyspears is the twitter account of a popular American pop singer
described at the link https://en.wikipedia.org/wiki/Britney_Spears.
In order to disambiguate user accounts and link them to Wikipedia,
the authors have applied Babelfy9 to the textual content bundled in

8https://www.mediawiki.org/wiki/API.
9http://babelfy.org/.

https://en.wikipedia.org/wiki/Britney_Spears
https://www.mediawiki.org/wiki/API
http://babelfy.org/
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each twitter user profile description. Then, to expand a user’s interests,
they have proposed a methodology to build Twixonomy, which is a
Wikipedia category taxonomy.

Exploiting hierarchical structure of Wikipedia categories provides a
flexible approach through which user interests are able to be represented
in multiple levels of granularity (Kapanipathi et al., 2014). However, a
major challenge in utilizing Wikipedia category structure as a hierarchy
is that it is a cyclic graph instead of a strict hierarchy. This is because
categories in Wikipedia are created and edited collaboratively by many
different users where any user is free to create or link categories to each
other; hence, potentially leading to cyclic references between categories.
Using Wikipedia categories without removing cycles would be problem-
atic because cycles make it non-trivial to determine the hierarchical
relationships between categories (Boldi and Monti, 2016; Kapanipathi
et al., 2014). Therefore, as a preprocess in the user modeling approach,
it is required to first transform the Wikipedia category structure into a
hierarchy.

To transform the Wikipedia category structure into a hierarchy,
for example, the authors in Kapanipathi et al. (2014) have removed
the Wikipedia admin categories (e.g., Wikipedia, wikiprojects, lists,
mediawiki, user, portal, articles and pages) (Ponzetto and Strube, 2007).
Then, they have selected Category:Main_Topic_Classifications, which
subsumes 98% of the categories as the root node of the hierarchy. Next,
they have assigned the abstract level of each category based on its
shortest path length to the root node. As the last step, all the directed
edges from a category of lower hierarchical level (specific) to a higher
hierarchical level (conceptually abstract) are removed.

Self-constructed hierarchical structures have been used for mining
user interests as well. For example, the authors in Lazzez et al. (2018)
have constructed user interest profiles based on 24 core Facebook top-
ics of interest (e.g., “Sport and Outdoors”, “Food and Drink”, and
“Shopping and Fashion”) based on photos shared by users on Facebook.
To this end, computer vision methods such as GoogleNet have been
used to classify each photo into 1000 ImageNet concepts. To convert
those labels into the 24 core Facebook labels, a hierarchical knowledge
base is used. The hierarchical knowledge base is constructed by the
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authors where the leaf nodes are the 1000 ImageNet concepts and the
24 core Facebook topics are at the lowest level under the root node (i.e.,
User_interest).

Graph-Based Knowledge. Instead of using hierarchical relations be-
tween concepts in knowledge bases, some studies have utilized graph-
based knowledge for inferring the implicit interests of users. Using
graph-based knowledge provides more strategies to extend user inter-
ests by considering different types of relations between entities and
categories. However, different from hierarchical models, the level of
granularity of interests is not specified. In the following, we describe
some sample studies that utilize a graph-based knowledge for inferring
implicit interests of a user.

For example, the authors in Michelson and Macskassy (2010) have
first annotated a user’s posts on Twitter with Wikipedia articles and
then starting from the set of categories on each Wikipedia article,
they have traced through the parent categories of each category from
Wikipedia category graph which resulted in a set of sub-trees. In the last
step, given the forest of sub-trees, they have built the interest profile
of a user by discovering the categories that occur frequently and are
specific enough to generate useful interest profiles. More specifically,
to calculate the degree of interest of the user to each category in the
sub-trees, they have considered both the frequency of that category and
its level in the sub-trees. Finally, top-k categories are selected as the
implicit interest profile of the user.

Similarly, in Orlandi et al. (2012) the primitive interests of a user
have extended from her published posts by propagating the weights of
the user’s entities of interest to their associated categories in DBpedia.
They have developed two different weighting schemes for calculating
the degree of interest of the user to each category. The first approach
simply propagates the weights of the user’s entities of interest to the
categories (i.e., the weight of each category is the sum of all the weights
of the entities associated to that category). As the second approach,
based on the idea that too broad categories are not descriptive for a
user profile, they have proposed a discounting strategy to reduce the
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weight of generic categories. Their assumption is that generic categories
usually contain many associated entities and have several subcategories.

Instead of using the textual content of the published posts by a user,
the authors in Peña et al. (2013) have extracted the primitive interests
of a user based on the URLs mentioned in the user’s posts. For each
mentioned URL, if it exists in OpenDNS10 or DBpedia, they have con-
sidered the associated categories to that URL as primitive interests of
the user. Then, the user’s primitive interests are enriched using similar
categories defined by the sameAs relationship in DBpedia. For example,
the URL https://soundcloud.com/ is tagged into “Music” category
by OpenDNS. Searching for this URL in DBpedia results in new cate-
gories such as Social_networking_services, Streaming_music_services,
Internet_audio_players, Virtual_communities and Music_websites
and their sameAs categories provided by DBpedia as implicit interests
of the user.

While most studies use only the relations between the categories in
knowledge bases to expand the primitive interests of a user, the authors
in Piao and Breslin (2016c) have investigated other aspects of DBpedia
by proposing three propagation strategies: category-based (Figure 3.1(a),
class-based (Figure 3.1(b)) and property-based (Figure 3.1(c)). For
example, as shown in Figure 4(c), based on the property-based strategy,
a user who is interested in Wikipedia entity Steve_Jobs is implicitly
interested in Lisa_Brennan-Jobs who is the child of Steve Jobs. Based
on their experiments in the context of URL recommendations on Twitter,
they have found that expanding user primitive interests by using both
categories and related entities, provides the best performance compared
to using only categories.

Most recently, researchers have tried to apply knowledge graph
information in neural network based embedding methods to improve
the performance of user modeling and recommender systems. For ex-
ample, In Wang et al. (2019b) the authors have proposed a method
named Knowledge Graph Attention Network (KGAT) to enrich the
user-item interactions with high-order item relationships defined on the

10OpenDNS cloud websites tagging (http://community.opendns.com/
domaintagging/).

https://soundcloud.com/
http://community.opendns.com/domaintagging/
http://community.opendns.com/domaintagging/
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Figure 3.1: Three strategies for user interests using DBpedia (Piao and Breslin,
2016c).

knowledge graph in an end-to-end fashion. Similarly, a deep end-to-end
framework is proposed in Wang et al. (2019a) which utilizes knowledge
graph embeddings to improve recommendations. Most existing studies
on knowledge graph enhanced recommendation systems and user mod-
eling methods assume that a knowledge graph is complete and lead to
suboptimal performance. This is an unrealistic assumption since it is
common that there are some missing relations and concepts in a practi-
cal knowledge graph. In Cao et al. (2019) the authors have considered
the incomplete nature of the knowledge graph when incorporating it
into the recommender system. They have proposed a translation-based
recommender model which is extended by integrating knowledge graph
completion.

Collaborative Relatedness

There is another line of work that instead of using the predefined
relations between concepts in knowledge bases, measure the collaborative
relatedness between topics based on the overlapping contributions of
users over these topics and use them to infer implicit interests of users.
For example, in Zarrinkalam et al. (2016) the problem of computing the
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collaborative relatedness of topics have been regarded as an instance of a
model-based collaborative filtering problem (Adomavicius and Tuzhilin,
2005). To this end, they have modeled the explicit interests of users
as a user-item rating matrix in which a user-topic entry represents the
degree of interest of the user to the topic. By considering the constructed
user-item matrix as the ground-truth item recommendation scores, they
have learned the relationship between topics in the form of an item
similarity matrix by adopting a factored item–item collaborative filtering
method (Kabbur et al., 2013) that learns item–item similarities (topic
relatedness) as a product of two rank matrices which denote latent
factors of items.

As another example, the authors in Trikha et al. (2018) have identi-
fied users’ implicit interests based on topic associations using Frequent
Pattern Mining (FPM) without paying attention to the semantics of
the topics. Given the collective set of users’ explicit interests, they have
utilized FPM methods to find the co-occurrence patterns between topics
in order to find closely related topics. In other words, they have found
all those topics that have frequently co-occurred within the explicit
interests of users and expanded the users’ explicit interests.

3.2.3 Hybrid Models

While inter-user relationships and inter-topic relationships are both
relevant to user interest inference, they have been largely studied in
separation in the literature. To take advantage of both indicators, the
authors in Piao and Breslin (2017a) have proposed to first leverage
biographies of friends of a user to extract the Wikipedia entities of her
interests. Based on their idea, a user might be interested in a given topic
if she is following who describes herself as a fan or expert of that topic
in her biography on Twitter. Then, to expand the implicit interests
of the user using inter-topic relationships, they have proposed some
propagation methods. The authors have followed a similar approach
proposed in Piao and Breslin (2017b) in order to infer implicit interests
of passive users by utilizing both user relationships and topic relation-
ships. However, in Piao and Breslin (2017b), they have proposed to
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use the information from list memberships of followees instead of their
biographies.

Recently, in Zarrinkalam et al. (2018) these two factors (i.e., inter-
user relationships and inter-topic relationships) are combined into a
unified heterogeneous representation model to consider them simultane-
ously. They have first extracted the users’ explicit interests and then
proposed to identify their implicit interests by formulating a graph-based
link prediction problem that operates over a heterogeneous graph by
taking into account: (1) user’s interests derived from her explicit con-
tributions, (2) relationship between users to incorporate the theory of
homophily, and (3) relationship between topics, based on their similar
constituent contents and user contributions towards them.

An illustration of the heterogeneous graph is depicted in Figure 3.2.
To apply link prediction methods, they have utilized both homogeneous
and heterogeneous link prediction methods and shown that heteroge-
neous approach works better. Based on the result of their experiments,
the relatedness between topics is a more accurate clue for inferring im-
plicit interests of users when compared to social relationships, reinforcing
the observation that users on Twitter are predominantly interested in
semantically related topics. They have also shown that by applying
heterogeneous link prediction approach, it is possible to take advantage
of both topic relatedness and social relationships simultaneously.

Figure 3.2: An illustration of the underlying graph (Zarrinkalam et al., 2018).



3.2. Implicit User Interest Mining 511

3.2.4 Summary and Discussion

In Subsection 3.2, we reviewed different approaches for implicit interest
mining from social media. On one hand, those approaches provide a
way of inferring user interests via indirect signals such as following
activities or enriching primitive interests using knowledge bases or
collaborative knowledge, which is particularly helpful when a user is
not actively generating content on social media platforms. On the other
hand, leveraging those indirect signals might be noisy and add additional
challenges compared to inferring explicit user interests based on their
generated content. Table 3.3 summarizes these studies based on the
basic user interest modeling aspects introduced in Section 2. Based on
this table, the following observations can be made:

• Most studies either use the relationship between users or the
relationship between topics for inferring implicit interests of the
users, and there are few studies that utilize the potentials of
utilizing both types of relationships which results in more accurate
implicit interest profiles for users (Zarrinkalam et al., 2018).

• In the studies that focus on detecting implicit interests of the
users, social relations mostly follow and retweet relations, and the
posts of users are dominantly used as the two internal sources of
information. Other types of user content, like images and URLs,
are very rarely used.

• The user-centric studies less often use external sources, however,
topic-centric studies frequently use external sources, like Wikipedia
and DBpedia, for the purpose of automatically identifying the
relationships between topics and measuring their relatedness.

• User-centric approaches mainly use the keyword-based techniques
for representing implicit interests of the users, while using the
concept-based techniques is the norm among the topic-centric
and hybrid approaches. This is reasonable since topic-centric
and hybrid approaches mainly utilize external knowledge sources
for obtaining relationships between topics, and those sources
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organize knowledge in the form of concepts and their semantic,
e.g., hierarchical relationships.

• Similar to studies on explicit user interest detection, the temporal
aspects of the users’ interests have been generally overlooked in the
studies that deal with implicit user interest detection. Furthermore,
among those studies that take temporal aspects into consideration,
the sliding window approach is more commonly used, meaning
that the age of users’ implicit interests over different time intervals
has been ignored.

• The ontologies have been used quite rarely for the purpose of
inferring implicit interests, as they have been used only by a few
topic-centric studies.

• The potential benefits of using cross-system techniques for de-
tecting implicit interests of the users is largely unexplored in the
studies, as only a few studies use information from more than a
single social media.

3.3 Future User Interest Prediction

Despite the importance of user future interest prediction on social media,
existing studies mainly focus on identifying users’ current interests and
little work has been done on the prediction of users’ potential interests
in future. The accurate identification of users’ future interests on social
media allows one to perform future planning by studying how users
will react if certain topics emerge in the future. It leads to improved
e-commerce business benefits, targeted advertising and the efficient
delivery of services (Bao et al., 2013). For example, it is shown that the
box-office revenues of movies can be successfully forecasted in advance
of their release by analyzing users’ interests in social media (Asur and
Huberman, 2010). Therefore, if the forecasted box-office revenues are
below the expectations, decision makers can provide film promotion in
time for coming up to their expectations.

Dynamicity of users’ interests has a key role in future interest pre-
diction and incorporated into future user interest modeling approaches.
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Modeling current interests of a user without considering the fact that
user interests change over time is not a good estimator to predict her
future interests. On social media, not only the user’s interests change
over time, but also the topics are themselves dynamic in reaction to real-
world events. In terms of considering the dynamicity of topics over time,
different approaches for future user interest prediction can be divided
into two categories: (1) leveraging a fixed topic set, and (2) leveraging
a dynamic topic set. In the following, we review the current studies in
each category.

3.3.1 Leveraging a Fixed Topic Set

Most studies in future interest prediction assumed that the set of topics
stays the same over time and they have predicted the user’s degree of
interests in future with regard to these topics. For instance, the authors
in Gasparetti (2017) have introduced a temporal model that seeks to
predict future ratings of a user. Their proposed model, which includes
two main steps, quantifies the dynamic interaction between user interest
and social trust. In the first step, to model user preferences in each
single time point, they have extended Bi-LDA (Porteous et al., 2008)
to incorporate social relationships named Bi-LDAsocial. Then, they
have modeled the dynamic interaction of users’ interests along with
the receptiveness among friends over time by proposing a probabilistic
generative model, called Receptiveness over Time Model (RTM).

A temporal and social probabilistic matrix factorization model is
proposed in Bao et al. (2013) to predict the users’ degree of interest
in future over a predefined set of trending topics in Sina Weibo. To
predict the future interests of a user, their approach is based on the
intuition that a user’s interests change over time and are affected by the
opinions of her friends. To consider the dynamicity of a user’s interests,
they have divided the historical activities of a user into different time
intervals. In each time interval, if the user publishes posts related to
a trending topic, it means that she is interested in that topic. After
segmenting the historical data of users into different time intervals and
modeling the users’ interests in each time interval as a user-topic matrix,
they have used SocialMF approach, a matrix factorization technique
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that also uses the relation between users to learn latent features of
users and topics (Jamali and Ester, 2010). Given the latent features of
users and topics in each time interval, they have used exponential decay
function to estimate the mean matrix of user-latent feature matrix and
the mean matrix of topic-latent feature matrix and finally predict the
future interests of users.

Similarly, the authors in Arabzadeh et al. (2018) have proposed
a future interest prediction approach which considers the fact that
users’ interests change over time by dividing the historical data of
users into different time intervals and modeling the user interests in
each time interval separately. Their approach is based on the idea that
users’ future behaviors are influenced by the opinions of other users.
Thus, they have utilized Granger causality (Granger, 1969) to find the
influencers of a user in a given topic. Finally, to predict the degree of
interest of each user to each topic, they have considered the historical
interests of the user herself and her top-k influencers in that topic and
then apply a vector autoregression.

Despite the above studies which are unsupervised, a supervised
method for predicting the users’ interests on social media is proposed in
Kang et al. (2019). They have first applied a word embedding technique
to map the words in textual content of social media into vectors and
then proposed a deep-neural-network-based approach for predicting
user interests over a set of predefined news categories.

3.3.2 Leveraging a Dynamic Topic Set

The approaches mentioned in the previous section assume that the set
of topics is fixed over time. This is an unrealistic assumption in the
context of social media since the topics rapidly change in reaction to
real-world events (Abel et al., 2011a; Huang et al., 2017a). Further,
these approaches cannot predict a user’s interests with regard to new
topics since these topics have never received any feedback from users in
the past. Therefore, they suffer from the well-known cold-item problem.

Figure 3.3 illustrates the dynamic occurrence frequency of the main
constituent concepts of two topics, i.e., “Jay-Z and Kanye West’s per-
formance” and “Teena Marie’s death”. The occurrence frequencies of
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Figure 3.3: Occurrence frequencies of related entities to two real world topics,
“Jay-Z and Kanye West’s performance” and “Teena Marie’s death” (Zarrinkalam
et al., 2019b).

these concepts show that “Jay-Z and Kanye West’s performance” topic
reaches its peaks in mid-November and then decreases rather slowly over
the next few weeks, while the latter becomes trendy in late December
since spreading the news of Teena Marie’s death.

Based on the idea that not only the user’s interests change over
time, but also the topics are themselves dynamic in social media, the
authors in Zarrinkalam et al. (2017, 2019b) are among the first to
propose a content-based recommender system that utilizes a Wikipedia
category hierarchy to serve as a generalizable topic space to predict
users’ interests over an unobserved set of topics in the future. Their
intuition is that although the topics of interests change over time, they
are semantically or conceptually similar to a set of core interests. Their
approach contains three main steps: (1) they have divided the historical
posts of a user into different time intervals and then in each interval,
they have applied the LDA method to extract a separate set of topics
and the degree of interests of each user to each topic, (2) given the
topic profiles of a user in different consecutive time intervals, they have
used Wikipedia category hierarchy to model high-level interests of the
user by first mapping each topic to its related Wikipedia categories and
then applying a spreading activation function to build the hierarchical
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category profile of the user, and (3) the future interests of the user are
predicted using the extracted category profile.

3.3.3 Summary and Discussion

In Subsection 3.3, we reviewed different approaches proposed for pre-
dicting the future interests of users from social media. On one hand,
those approaches provide a better understanding of a user’s future
interests which can be beneficial in many applications such as targeted
advertising. On the other hand, similar to explicit user interest mining
approaches, the approaches described in this section require users to be
actively generating content on social media platforms, which might not
be applicable for passive users. Table 3.4 summarizes these studies based
on the basic user interest modeling features (introduced in Section 2).
Based on this table, the following observations can be made:

• In terms of considering the dynamicity of topics over time, these
studies are divided into two categories. In the first category which
includes the majority of works, a fixed set of topics is considered
as the set of topics in the network, and the degree of interest of
the users in the future is predicted over the same set of topics
observed in the past. However, recently, an approach is presented
in Zarrinkalam et al. (2019b) for predicting future interests of
users over topics unobserved in the past. For this purpose, user
interests are modeled over a dynamic set of topics.

• Similar to explicit and implicit user interest modeling, users’
posts are the main internal source used for predicting future user
interests. However, since the future interest prediction from social
media is still premature, external sources have been rarely used
in the studies.

• Most studies use concept-based techniques for representing future
interests of the users, and a few ones employ keyword-based
techniques. However, unlike the studies on implicit and explicit
user interest detection, the use of Wikipedia and DBpedia is not
dominant for detection of future interests of the users.
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• Since the goal of the studies in this category is detection of the
future interests of the user, all the studies take the temporal aspect
of the users’ interests into consideration. However, most works
are limited to sliding-window techniques and do not consider the
interest decaying phenomenon.

• Analysis of the existing studies demonstrates that the ontology
based techniques and cross-system approaches are not yet used in
the domain of future interest prediction.

• Comparing the Tables 3.1, 3.2 with the Tables 3.3 and 3.4, one
can see that the majority of the existing studies in user interest
modeling from social media extract the current interests of a user
(either explicit or implicit). Little research has been conducted
on predicting future interests of users. In addition, considering
the recency of the studies on predicting future interests, it can be
concluded that this line of research will become more trendy in
the near future.



4
Evaluation of User Interest Models

In this section, we first explain different methodologies to evaluate the
inferred user interest models and then introduce existing benchmark
datasets in the literature for user interest modeling from social media.

4.1 Evaluation Methodologies

In this session, we elaborate on two main approaches used in the
literature to evaluate the inferred user interest models, namely intrinsic
vs. extrinsic. The goal of intrinsic approach is to directly evaluate
the quality of the constructed user interest profiles by user study, a
ground truth or doing qualitative analysis (Chen et al., 2010; Narducci
et al., 2013). The extrinsic approach, which has been widely adopted
by many researchers, is to evaluate the performance of user interest
modeling methods by looking at its impact on the effectiveness of other
applications such as news recommendation or tweet recommendation,
among others (Abel et al., 2011b; Wang et al., 2014). In the following,
we will review how each of these evaluation approaches has been used
in the literature.

523
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4.1.1 Intrinsic Evaluation

A common way of evaluating the quality of the inferred user interests
is by user study, i.e., collecting explicit feedback from users about the
inferred interests. The most direct and accurate method for evaluating
the inferred interest of a given user via user study is to ask herself.

For example, in order to do user study, the authors in Budak et al.
(2014) have first randomly selected 500 users among the Twitter users
whose profiles include their email addresses. Then, after inferring the
top-10 interests of each user, they emailed the user and asked her to
evaluate each inferred interest by selecting between Yes or No. Similarly,
in Kapanipathi et al. (2014), the authors have inferred the interests of
37 volunteers who agreed to participate in user study and evaluate their
own interests. They have asked each user to indicate her interest or lack
of to each inferred interest by selecting Yes, No or Maybe. The reason
for considering Maybe option is that they have modeled user interests
over categories, and some identified interests are too abstract and hard
for the user to select Yes or No.

Since a small number of users are willing to participate in a user
study to evaluate their own inferred interests (e.g., in Budak et al.,
2014, only 30 out of 500 selected users accepted to participate in user
study), large-scale evaluation is not possible. Therefore, to do a large-
scale user study, in some studies, the inferred interests for a given user
are evaluated by other users. For example, in Budak et al. (2014) a
crowdsourcing platform (i.e., Amazon Mechanical Turk platform1) is
used for evaluation. Although it provides a large-scale evaluation, it
is not a very accurate method of evaluation. Because identifying the
interests of a user based on her published posts for other users is a
hard task and consequently the quality of evaluation results would be
questionable at best.

Another intrinsic evaluation methodology is using a ground truth to
evaluate the inferred interests which requires having a labeled dataset.
In some studies, to build a labeled dataset, the authors have asked/hired
some human annotators to manually identify the interests of a set of
test users based on their activities on social media (Kang et al., 2019;

1https://www.mturk.com/.

https://www.mturk.com/
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Kang and Lee, 2017). For example, in Kang and Lee (2017), a labeled
dataset for 20 randomly selected users from Facebook is built by asking
two human annotators to classify each users’ post into, at most, two
categories from a predefined set of news categories. The labeled interests
of the 20 test users were generated from fully agreed annotations by
two annotators.

Instead of totally manually building a ground truth to evaluate the
inferred interests, in He et al. (2015b), the authors have first used the
Stanford POS-Tagger Toutanova et al. (2003) to automatically find out
all the Twitter users whose biographies contain some predefined patterns
(users usually use “play X”, “X fan”, “interested in X”, “love X” or some
similar phrases to describe their interests in their biography, where X
stands for a topic of interest) and then manually tagged 120 randomly
selected users according to their Twitter homepage, biographies and
Lists. The reason for manual tagging is that the users can freely express
themselves and hence they are ambiguous.

Since human annotators are involved in the process of creating
a labeled dataset, it is not possible to prepare a large dataset to do
a large-scale evaluation. To solve this issue, some studies (Arabzadeh
et al., 2018; Zarrinkalam et al., 2016) have tried to automatically extract
explicit interests of users and then consider them as a ground truth to
evaluate the inferred users’ implicit or future interests. For example,
the authors in Zarrinkalam et al. (2018) have aggregated the posts
published by each Twitter user in a given time interval as a single
document and then applied LDA to simply extract the explicit interests
of users. Then, based on 10-fold cross validation protocol, they have
evaluated the inferred implicit interests of each user extracted by their
proposed approach.

In addition to the two aforementioned evaluation approaches, i.e.,
user study and ground truth, there are some studies that do qualitative
analysis as an intrinsic approach to evaluate the inferred interests (Besel
et al., 2016; Faralli et al., 2017). As an example, in Faralli et al. (2017),
the authors have performed qualitative analysis to compare their induced
user interests against the results of Who Like What (Bhattacharya et al.,
2014) service and the approach proposed in Kapanipathi et al. (2014).
They have shown that even though interests are extracted from different
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sources (topical users or Twitter Lists), there are several common
concepts between the interests inferred by different approaches.

Another example of qualitative analysis is presented in Ottoni et al.
(2014) where the authors have presented a methodology to study user
behavior across multiple social media platforms. The authors collected
user activities of about 30,000 users having an account on both Twitter
and Pinterest. The authors have performed some quantitative analysis
to assess the existence of cross-user behavior patterns.

4.1.2 Extrinsic Evaluation

While the intrinsic approach directly evaluates the quality of the inferred
user interests, in an extrinsic evaluation approach, the interests are
considered as input in another application and they are evaluated
indirectly by evaluating the quality of that application. In other words,
the goal of extrinsic evaluation is to investigate if the inferred interests
help to solve or improve another problem.

Since in the extrinsic evaluation approach, the human is not usually
involved in the evaluation process, large-scale evaluation is possible.
However, the comparison of the user modeling strategies is in the context
of a specific application. For example, if a user interest modeling strategy
improves a news recommendation application more than another user
interest modeling strategy, it doesn’t mean that it is better in general.
It is highly probable that we don’t get the same result in the context
of another application such as friend recommendation. It is because
of the fact that different user interest profiles have different levels of
performance on different applications (Piao and Breslin, 2018a).

In different studies, different applications such as news recommen-
dation (Abel et al., 2011b), URL recommendation (Piao and Breslin,
2017a), friend recommendation (Kang et al., 2019) and tweet recom-
mendation (Wang et al., 2014) are utilized for evaluating the inferred
interests. To apply each of these applications, it is required to answer
two main questions: (1) How to obtain the known output of the ap-
plication? (i.e., what is the ground truth to evaluate the output of
the application?). (2) How to incorporate the inferred interests into
the application? (i.e., what is the recommendation algorithm?). Given
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the ground truth and the recommendation algorithm, we can use the
constructed interest profile using a user modeling strategy as an input
in the recommender system and then compare the recommendations
with the ones in the ground truth to evaluate the quality of the recom-
mendations, and consequently determine how successfully the interests
of a user have been identified.

Link recommendation application is frequently used in the literature
to evaluate the inferred interests of a user via extrinsic approach (Piao
and Breslin, 2016a,c, 2017b). For example, in Piao and Breslin (2017b),
the authors have built a ground truth for link recommendation based
on the idea that if a user has explicitly mentioned a URL/link in her
posts, it means that the user is interested in the web page associated
with that link. For the recommendation algorithm, since the main goal
is to evaluate the interests, not proposing a new algorithm for link
recommendations, they have used a simple algorithm by representing
each web page associated with a URL in the candidate set as a weighted
vector similar to the user interest profile. Then, for a given user, they
have calculated cosine similarity between the vectors of the user’s profile
and each candidate web page to recommend the most related pages to
the user.

In order to evaluate the inferred user interests in the context of a
news recommendation application, similar to link prediction application,
in Abel et al. (2011b), the authors have built a ground truth based
on the URLs which are explicitly mentioned in the published posts of
users. However, instead of considering all the mentioned URLs, they
have only used the URLs that refer to a news article from mainstream
news providers such as BBC and CNN. The recommendation algorithm
is the same as used for the link recommendation application introduced
in Piao and Breslin (2017b).

As another example, the authors in Kang et al. (2019) have eval-
uated the inferred interests in the context of friend recommendation
application. To build the ground truth, they have considered the fol-
lowee of a user on Twitter as her friends. Then, given the constructed
interest profile of users as a weighted vector over the topics, by applying
cosine similarity, the most similar users to a user are identified and
recommended to the user as her friends.
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Table 4.1: Summary with basic statistics of single domain benchmarks

Benchmarks Domain # users # items

Yahoo! Music Dataset Music 1,000 K 625 K
Nantonac Foods 5 K 100
LARA Travels 1 K 1.8 K
MovieLens Movies 280 K 58 K
Million Song Music n/a 1,000 K
Netflix Prize Series, movies, 480 K 18 K

documentaries
#nowplaying-RS Music 139 K 346 K

4.2 Benchmark Datasets

The investigation and diffusion of user interest modeling are both limited
by the availability of real user data. Real user data, due to privacy
issues, are accessible to a restricted number of researchers. Despite this
important limitation, some efforts have been made to create benchmark
datasets, by means of dedicated web sites such as Kaggle,2 where
researchers are enabled to publicly release their datasets.

The majority of existing benchmarks (see Table 4.1) are in the
general domain of recommender systems and focused only on a single
specific area (Çano and Morisio, 2015) such as: music, food and travel,
among others. For example, Movielens3 (Harper and Konstan, 2016)
for movies; the Million song dataset4 (Ly et al., 2018) for music and
the Netflix Prize dataset5 for the on-demand contents of the popular
platform (series, movies and documentaries) are large-scale popular
benchmarks in the general domain of recommender systems.

Despite the importance of user interest modeling from social media,
there is a lack of benchmark dataset to evaluate the inferred user
interests. A single domain benchmark database6 is released in Poddar

2https://www.kaggle.com/.
3https://grouplens.org/datasets/movielens/latest/.
4http://millionsongdataset.com/pages/getting-dataset/.
5https://www.kaggle.com/netflix-inc/netflix-prize-data.
6The dataset is publicly available under CC BY 4.0 License, https://doi.org/10.

5281/zenodo.259453.

https://www.kaggle.com/
https://grouplens.org/datasets/movielens/latest/
http://millionsongdataset.com/pages/getting-dataset/
https://www.kaggle.com/netflix-inc/netflix-prize-data
https://doi.org/10.5281/zenodo.259453
https://doi.org/10.5281/zenodo.259453
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Figure 4.1: WikiMID dataset creation workflow and data model (Tommaso et al.,
2018).

et al. (2018) which contains musical interests of users extracted from
their Twitter posts. To infer the interests of each user, the authors have
only utilized her posts which are automatically posted by the Spotify
platform and showing the music that the user is listening to.

Recently, a multi-domain benchmark dataset named WikiMID7 is
built in Tommaso et al. (2018) which includes interests of Twitter users
from different domains such as music, books and movies. Since WikiMID
is the most recent benchmark in the field of user interest modeling,
in the following, we explain their approach in more detail. Figure 4.1
shows the workflow used in Tommaso et al. (2018) to build the user
interest dataset for Twitter users. As it is clearly shown in Figure 4.1,
the user interests are extracted based on two independent information
sources: user’s topical friends (block 2) and users’ social posts (block 3).

The authors in Tommaso et al. (2018) believe that topical friends of
a user are a good source of information to extract the user’s interests
because users tend to be stable in their relationships and topical friends
cover different domains of users’ interests such as entertainment, sports
and politics. They have distinguished topical friends of a user from her
other friends by training a Boolean SVM classifier where the verified

7The dataset is publicly available under CC BY NC SA 4.0 License, http:
//wikimid.tweets.di.uniroma1.it/wikimid/.

http://wikimid.tweets.di.uniroma1.it/wikimid/
http://wikimid.tweets.di.uniroma1.it/wikimid/
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Twitter accounts are considered as positive samples. After identifying
the topical friends of a user, in the next step (block 4), they have
mapped the identified Twitter accounts as user’s interests to Wikipedia
entities by matching the URL of the Twitter account mentioned in its
biography with the URL mentioned in the infobox of the corresponding
Wikipedia page.

To reliably extract a user’s interests from her posts (block 3), they
have not processed all the posts of the user. There are some online
platforms that allow users to share their activities and preferences on
social media. For example, Spotify allows users to share the music
that they are listening to on Twitter by automatically generating a
pre-formatted tweet which includes the NowPlaying hashtag followed by
the title of music, the name of the artist and finally the corresponding
URL. Based on the idea that when a user shares the music, it means
she is interested in that music, they have only collected the posts that
follow this format for the users. Similar to Spotify, there are other online
platforms such as IMDB to share the movies or Goodread that allows
sharing the books on Twitter. Therefore, based on some predefined
expression, they have only streamed the posts of the users which are
shared using these platforms and then extracted the interests of users
to different movies, music or books. Given the extracted users’ topics
of interest, in the next step (block 5) they have mapped each topic of
interest to a Wikipedia entity by applying some heuristics and then
utilizing ensemble voting to find the most reliable result.

Finally, they have published the extracted user interest dataset using
two ontologies, i.e., SIOC and SKOS. The statistics about their published
dataset is reported in Table 4.2. Their dataset includes six months data
of 2017 in both Italian and English language.

4.3 Evaluation Metrics

In this section we describe the metrics adopted in the literature to
evaluate the quality of the inferred user interests using intrinsic or
extrinsic evaluation methodologies.
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Table 4.2: Structural statistics for the WikiMID dataset

# interest
Topical

Language # user Friends IMDB Goodreads Spotify

English 444,744 58,780 8,282 20,710 253,311
Italian 25,135 4,580 279 4,690 9,926

4.3.1 Metrics for Intrinsic Evaluation

In intrinsic evaluation methodology, whether the inferred interests are
evaluated by the results of a user study or there is a ground truth,
based on how the user interest profile is represented, different evaluation
metrics are adopted to assess the quality of the inferred interests. In
general, given a set of users U and a predefined set of K topics (e.g.,
represented by keywords or concepts), denoted by Z = {z1, z2, . . . , zK},
the interest profile of a user u ∈ U, which is the distribution of u’s
interests over Z, is defined as:

Definition 1 (User Interest Profile). An interest profile of a user
u ∈ U, called P (u), is represented by a vector of weights over K topics,
i.e., (fu(z1), . . . , fu(zK)), where fu(zk) denotes the degree of u’s interest
in topic zk ∈ Z.

After identifying the interest profile of user u, i.e., P (u), to evalu-
ate the user’s inferred interests, some studies (e.g., Abel et al., 2011b;
Nishioka and Scherp, 2016; Zarrinkalam et al., 2015) have represented
the interests of the user u by a binary representation and then adopted
performance metrics for evaluating binary classification problem (sum-
marized in Table 4.3) to evaluate the inferred interests. To represent
the inferred interest profile of a user P (u) by a binary representation,
two approaches are followed in different studies:

1. Fixing a threshold T on the estimated weight for each topic of
interest zk, i.e., if fu(zk) >= T , topic zk is “of interest” for user
u and if fu(zk) < T , topic zk is “of not interest” for user u.
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Table 4.3: Evaluation metrics in binary classification context

Metric Name Description

Precision (P) The fraction of correctly inferred interests over all
the inferred interests

Recall (R) The fraction of correctly inferred interests over all
the user interests in the ground truth

F-Measure (F) The harmonic mean of precision and recall
Accuracy (Acc) The fraction of topics correctly inferred as “of

interest” and correctly identified as “of no
interest” over the total number of topics in user
interest profile P (u)

Area Under the Curve
(AUC)

The trade-off between the true positive rate and
false positive rate using different probability
thresholds to extract “of interest” and “of not
interest” topics.

2. Ranking the topics based on their weights in P (u) and then
considering only top-N topics as “of interest” and the rest as “of
not interest”.

Given the binary representation of the constructed user interest
profile by a user interest modeling strategy and a set of relevance
judgments (i.e., a binary assessment of either “of interest” or “of not
interest” for each user-topic pair), Precision and Recall are two most
frequent and basic measures for evaluating the effectiveness of the
user interest modeling strategy. In the context of binary classification,
the terms True Positives (TP), True Negatives (TN ), False Positives
(FP), and False Negatives (FN ) compare the results of the user interest
modeling strategy under test with the trusted relevance judgments.
For example, for a user u, the number of true positives is the number
of topics correctly inferred “of interests” for u by the user interest
modeling strategy. False positives are those topics which are inferred as
“of interests” for the user u, based on the relevance judgments, but they
are not actually among the topics of interests of the user u. Based on
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this terminology, Precision (P) and Recall (R) are defined as follows:8

P = TP

TP + FP

R = TP

TP + FN

It is noted that there are some circumstances in which both Precision
and Recall are not applicable. For example, in case of evaluating the
constructed user interest profiles by user study, we usually ask the
users to evaluate the results of the user interest modeling strategy and
therefore we don’t have all the actual interests of the user (Kapanipathi
et al., 2014). As a result, in such cases, Recall is not applicable and it is
only possible to measure the Precision of the results. However, in the
cases that both metrics are applicable and important, F-measure is a
single measure that trades off Precision versus Recall and is calculated
as follows:

F = 2 Precision ∗ Recall
Precision + Recall

Another metric that is used for evaluating a user interest modeling
strategy in a binary classification context is Accuracy. Accuracy of each
constructed user interest profile, i.e., P (u), measures the fraction of
topics correctly inferred as “of interest” and correctly identified as “of
no interest” over the total number of topics in the user interest profile
and is calculated as follows:

Acc = TP + TN

TP + TN + FP + FN

Accuracy is an appropriate evaluation metric only when the data is
balanced in the user interest modeling problem. However, in most cases
the data is unbalanced and a user is interested in a small number of
topics in social media. Simply put, for a user most of the data belongs
to the “of not interest” class. Therefore if a user interest modeling
strategy infers that all the topics belong to the “of not interest” class
for a user, the accuracy of the strategy will be measured as high, but
the strategy is not working well.

8https://nlp.stanford.edu/IR-book/html/htmledition/evaluation-in-
information-retrieval-1.html.

https://nlp.stanford.edu/IR-book/html/htmledition/evaluation-in-information-retrieval-1.html
https://nlp.stanford.edu/IR-book/html/htmledition/evaluation-in-information-retrieval-1.html
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As mentioned before, one approach to represent a user interest
profile by a binary representation is fixing a threshold on the estimated
topic weights and categorizing the topics into two classes: “of interest”
and “of not interest”. Given the binary representation, it is possible to
evaluate the results by metrics such as Precision, Recall, F-Measure and
Accuracy. Therefore, the classification threshold value has an impact on
the evaluation results by these metrics and needs to be analysed. Despite
these metrics, AUC measures the quality of the model’s predictions
irrespective of what classification threshold is chosen. AUC is the area
under the ROC curve (Receiver Operating Characteristic curve) which
plots True Positive Rate vs. False Positive Rate at different classification
thresholds. True Positive Rate (TPR) is a synonym for Recall and is
therefore measured by T P

T P +F N and False Positive Rate (FPR) is defined
as follows:

FPR = FP

FP + TN

Most studies (e.g., Abel et al., 2011b; Nishioka and Scherp, 2016;
Zarrinkalam et al., 2015), have represented the topics of interest, Z =
{z1, z2, . . . , zK}, as a ranked list, ordered descendingly based on their
weights in P (u), i.e., (fu(z1), . . . , fu(zK)) and then used the standard
information retrieval metrics for evaluating the ranking quality of the
inferred interests. These metrics are summarized in Table 4.4.

As mentioned before, Precision and Recall are set-based measures
and do not consider the order of results. Therefore, to evaluate the
ranked retrieval results, these metrics are extended to P @N and R@N

by applying over the top N retrieved interests. Similarly S@N mea-
sures the mean probability that a relevant item occurs within the top
N of the recommendations. However, these metrics fail to take into
account the positions of the relevant interests among the top N . There-
fore, to better evaluate the ranking of results, other metrics such as
Mean Average Precision (MAP), Mean Reciprocal Rank (MRR) and
Normalized Discounted Cumulative Gain (NDCG) have become more
common for evaluating the user modeling strategies which results in a
ranked list of user interests.

For a single user, let the Average Precision (AP) be the average
of the precision value obtained in different Recall values. To measure
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Table 4.4: Metrics for evaluating the ranking quality

Metric Name Description

Precision at rank N
(P@N)

The fraction of correctly inferred interests to all
the inferred interests

Recall at rank N
(R@N)

The mean probability that relevant topics are
successfully retrieved within the top-N
recommendations

Success at rank N
(S@N)

The mean probability that relevant topics occurs
within the top-N recommendations

Mean Average
Precision (MAP)

How well the interests are ranked at top-N and
how early relevant results appear

Mean Reciprocal
Rank (MRR)

At which rank the first topic relevant to the user
occurs on average

Normalized
Discounted
Cumulative Gain
(NDCG)

How well highly relevant topics are appeared
earlier in the ranked list of topics

MAP, the value of AP is averaged over all users. Therefore, given
Z = {z1, z2, . . . , zK} as a ranked list to represent the inferred topics if
interests of a user, MAP is calculated as follows:

MAP = 1
|U|

|U|∑
i=1

1
K

K∑
k=1

P@k ∗ rel(k)

where rel(k) is equal to 1 if the topic at rank k is among the actual
topics of interest of user u and otherwise it is 0.

MRR and NDCG are also two alternative evaluation metrics which
are used in some studies in addition to MAP to evaluate the ranking of
inferred interests. Like P@N , NDCG is evaluated over top-N results.
For a set of users U, let relj be the relevance score assessors gave to the
interest at position j. Then, NDCG is calculated as follows:

NDCG@N = 1
|U|

|U|∑
i=1

ZNi

N∑
j=1

2relj − 1
log2(j + 1)

where ZNi is a normalization factor calculated to make it so that a
perfect ranking’s NDCG at N for user ui is 1.
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Similarly, MRR is calculated as follows:

MRR = 1
|U|

|U|∑
i=1

1
Ranki

where Ranki refers to the rank position of the first topic in the retrieved
ranked list of user interests which is “of interest” for user ui.

Although the aforementioned metrics are adopted in most of the user
interest modeling approaches for intrinsic evaluation, given a ground
truth of user interests with the real values of user’s interests, it is possible
to measure Mean Absolute Error (MAE) and Root-Mean-Squared Error
(RMSE) to evaluate the inferred interests. For example, in Arabzadeh
et al. (2018), the authors have evaluated the predicted future interests
of users by MAE and RMSE metrics.

4.3.2 Measures for Extrinsic Evaluation

In contrast to intrinsic evaluation, through extrinsic evaluation method-
ology the performance of a system is estimated in the context of an
application, where the output of the application depends on the output
of the system.

In Subsection 4.1.2, we discussed how extrinsic evaluation methodol-
ogy is adopted to evaluate user interest modeling strategies, and showed
that the majority of them involves the evaluation in the context of
recommender system applications. A recommender system operates
starting from user interests, and generates a ranked list of items to
recommend as “of interest” to a specific user. Therefore, to indirectly
evaluate the quality of user interest modeling strategy, given the actual
users’ items of interests, in most studies, the performance of the rec-
ommender system application is estimated using the quality ranking
metrics, summarized in Table 4.4 (e.g., Piao and Breslin, 2017b; Trikha
et al., 2018; Zarrinkalam et al., 2018).

Perplexity is also adopted in some studies (e.g., Tang and Yang,
2012; Wang et al., 2014; Xu et al., 2011; Zarrinkalam et al., 2018),
to evaluate the overall generalizability of modeling unseen/implicit
user interests in each comparison method. Perplexity is widely used in
language modeling and topic modeling to evaluate the predictive power
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of a topic model (Blei et al., 2003; Liu et al., 2015; Mao et al., 2012;
Steyvers et al., 2004).

Perplexity is equivalent algebraically to the inverse of the geometric
mean of per word likelihood (Blei et al., 2003). A good topic model
should be able to generalize to unseen data and a lower perplexity score
indicates better generalization performance. Formally, for a test set of
documents, denoted by Dtest, the perplexity is calculated as follows:

perplexity(Dtest) = exp−
∑

d∈Dtest log(p(Wd))∑
d∈Dtest |Wd|

where Wd represents the words in document d and p(Wd) is the proba-
bility of test document d. Let Z be the set of topics as the output of
topic model and p(w, z) denotes the probability of word w in topic z,
p(Wd) is calculated as:

p(Wd) =
∑
z∈Z

∏
w∈Wd

p(w, z)

Only a few of user modeling strategies that use a latent topic model
framework to represent user interests as a distribution over latent topics
have utilized perplexity to evaluate the generalizability performance of
their model. For example, in Xu et al. (2012), the authors have proposed
a mixture latent topic model framework which has a similar general
structure to the author-topic model (Steyvers et al., 2004) by considering
the tweets published by a user as a document. However, despite the
author-topic model, they have considered three more factors: breaking
news, posts from social friends and user’s intrinsic interest. To evaluate
the generalization performance of their mixture topic model, they have
randomly split the posts of each user into 90% training posts to infer
the topics of interest of the user and 10% test posts, and computed the
perplexity of all test tweets according to perplexity metric.

As other examples, in Wang et al. (2014) and Zarrinkalam et al.
(2018), the authors have utilized perplexity to evaluate the generalization
ability of their model. However, in contrast to the approach followed in
Xu et al. (2011, 2012), instead of considering each post as a document,
they have aggregated the posts published by a user in a given time
interval as a document to build each document in the test set.
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4.4 Summary and Discussion

In this section, we reviewed different evaluation methodologies, existing
benchmark datasets and metrics to evaluate the inferred user interests.
Two methodologies are mainly used to evaluate the inferred user interest
profiles: (1) intrinsic approach, i.e., directly evaluating the quality of
the constructed user interest profiles by user study or ground truth, and
(2) extrinsic approach, i.e., evaluating the performance of user interest
modeling methods by looking at its impact on the effectiveness of other
applications such as news recommendation or tweet recommendation,
among others. An intrinsic approach could achieve more accurate eval-
uations with direct feedback from users but is usually limited by the
number of users for evaluation. In contrast, an extrinsic approach can
provide a larger scale evaluation compared to the intrinsic one via
indirect evaluation such as news or tweet recommendation performance.
However, it might not be as accurate as the intrinsic evaluation.

Whether intrinsic or extrinsic, since it’s hard to collect negative
samples for negative testing, most of the existing studies in the literature
have only evaluated their proposed user interest modeling strategies
by positive test cases and utilized evaluation metrics such as Precision,
MAP and NDCG. The main reason is that the majority of social media
platforms do not provide a way of collecting negative test cases to
build a ground truth, e.g., via a “dislike” button with an exception
for YouTube. For example, a common practice for extrinsic evaluation,
e.g., via tweet recommendations is using tweets that are retweeted by a
user as positive cases to build the ground truth to evaluate the output
of the application and indirectly evaluate the performance of the user
interest modeling strategy considered as an input in the application.
It is not a reasonably accurate assumption to assume the other tweets
from her followees’ timeline, which are not tweeted by the user during
the retweeting timespan, as negative cases.

In Section 3, different studies in the field of user interest model-
ing are divided into three main categories, i.e., explicit user interest
detection, implicit user interest mining and future user interest predic-
tion. Tables 4.5–4.8 summarize the studies introduced in Section 3 in
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each category in terms of their evaluation methodologies, datasets and
metrics. Based on these tables, the following observations can be made:

• Due to the possibility of doing large-scale evaluation via extrin-
sic evaluation, it is the most common and dominant evaluation
methodology for indirectly evaluating the quality explicit/implicit
user interest modeling strategies by the quality of the recom-
mender system application for which the inferred interests are
used.

• Although there are some studies that only evaluate their ex-
plicit/implicit user interest modeling strategies by qualitative
analysis, more recent studies use these analyses as a complemen-
tary approach along with another evaluation approach such as
user study or extrinsic.

• To evaluate the future interest prediction methods, all the studies
use a ground truth. As mentioned in Subsection 3.3, future interest
prediction methods work based on the historical interests of users
modeled over different time intervals. Therefore, to evaluate their
methods, given N time intervals of the historical interests of users,
they have considered the first N − 1 time intervals for training
and interest profile of users in the last time interval as a ground
truth for testing.

• Most of the studies in all the three types of user interest modeling
strategies use Twitter as their source of information, because the
information that the users publish on Twitter are more publicly
accessible compared to other social media.

• Due to the lack of a comprehensive user interest dataset or bench-
mark for evaluation, different studies have used different datasets
which resulted in many challenges in the comparison. Further,
some works do not explicitly describe with enough details all
preprocessing steps applied to the adopted datasets. Therefore,
although there are many studies in this field they don’t compare
their approach with each other.
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• Most studies do not provide a systematic discussion of the error
committed by the proposed modeling strategy.

• In most studies, the experiments are done only on a small dataset,
for example, only 50 users or based on only three million tweets.
Therefore, evaluating the scalability of use interest modeling strate-
gies is overlooked in most of the studies.

• Most of the studies use only one dataset in a given time interval.
Given that the characteristics of social media data such as user
population and user posting behavior may have changed over
time (Liu et al., 2014), the influence of Twitter evolution on the
performance of their proposed model and the validity of their
findings on different times are not investigated.

• In terms of evaluation metrics, whether intrinsic evaluation or
extrinsic evaluation, since the ranking of results is important in
most studies, the metrics that estimate the quality of rankings are
mostly dominant metrics in the field of user interest modeling.



5
Applications of User Interest Models

In this section, we introduce different types of applications that have
been taking advantage of user interest modeling from social media
platforms to improve their services.

5.1 Applications on Social Media Platforms

User-generated content is the lifeblood of social media platforms. With
the availability of user-generated content and the ability of user interest
modeling approaches to infer user interest profiles, social media plat-
forms themselves can provide many useful applications to their users.
In the following, we provide an overview of some of the applications
on social media platforms that can take advantage of user interest
modeling.

5.1.1 User-Aware Recommendations

One of the most important applications of social media platforms is
recommending personalized content or friends to the users by awaring
their interests in order to increase their engagement with other users
and keep them generating content on these platforms.

550
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Personalized Content Ranking and Recommendations. A typical
example on Twitter is recommending a (ranked) list of tweets or topical
lists that a user might be interested in from a large amount of content
on Twitter, in order to increase the possibility of liking or re-sharing
the content. For example, keyword-based user interest profiles have
been used for the application of tweet recommendation. In Feng and
Wang (2013), the authors have used TF-IDF weighted words based
on all and recent tweets of a user to represent long- and short-term
user interest profiles, and those interests are used as features in their
proposed Feature-aware Factorization Model to provide personalized
ranking of tweets for users.

The authors in Sang et al. (2015) have proposed a probabilistic topic
model for temporal user modeling on microblogs to infer both long-
and short-term user interests. User interests are represented by topics
(group of keywords) and long-term interests here denote the general
topics in a global timeline while short-term topics denote temporal
topics discovered at each corresponding time interval. The inferred
user interest profiles are used for recommending tweets that would be
retweeted by a user and providing personalized news recommendations.
Similarly, to recommend tweets that a user would retweet in the future,
in Hong et al. (2013), the authors have used Factorization Machines
where users’ topics of interest are extracted by learning a topic matrix,
which is similar to traditional topic models such as Latent Dirichlet
Allocation (LDA).

Concept-based interest profiles have been used for recommending
content as well. For example, the authors in Karatay and Karagoz (2015)
have used concept-based user profiles where a concept is a named entity
that can be found in Wikipedia for recommending tweets to users. In
Lu et al. (2012) an approach is proposed for mining user interests from
Twitter where the explicit user interests are represented by weighted
Wikipedia concepts which are extracted from a user’s tweets. The
concept-based profiles can be further enriched by her implicit interests
by exploring the Wikipedia concept graph based on the rich inter-link
information between concepts. Afterwards, tweets in a user’s timeline
on Twitter are re-ranked based on the similarity between each tweet
and the user’s interest profile. As another content recommendation
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application, to provide personalized recommendation of Twitter lists,
in Rakesh et al. (2014) a temporal topic-preference matrix is learnt to
capture the inclination of users towards a set of topics at different time
frames using discrete dynamic topic model (dDTM) (Blei and Lafferty,
2006).

Social media content can consist of different languages or different
types of content such as text or images. Therefore, multi-lingual and
multi-modal content recommendations also have been considered in
previous studies. For example, Seghouani et al. (2018) have proposed a
Wikipedia-based approach to cope with multilingual texts on Twitter
for inferring user interests. To this end, TagMe is used to extract
Wikipedia entities in four different languages from tweets. Then, their
corresponding categories are inferred and being used as bag-of-concepts
to represent each user interest.

Recently, Pinterest developed “Pinterest Taxonomy” which is a tax-
onomy to represent user interests. This taxonomy supports different
languages with English version as a ground truth to help both content
recommendation and ads targeting (Gonçalves et al., 2019). User in-
terests can be inferred based on their pins and Pin2Interest1 which is
a machine learning system which maps pins to interests/nodes in the
“Pinterest Taxonomy” by exploring multi-modal information associated
with each pin such as images, annotations, etc. Multi-modal approaches
have shown their effectiveness in predicting user interests. For example,
in Cinar et al. (2015), the authors have shown that their multimodal
approach, which considers both text and images, outperforms predicting
user interests on Pinterest compared to unimodal approaches.

Personalized Friend Recommendations. Another important charac-
teristic of social media platforms is the ability to enable each user to
establish connections with other users for sharing interests, activities,
backgrounds and real-life relationships. The significance of resulting
user social ego-networks plays an important role for fulfilling users’
needs and expectations on those social media platforms such as: social

1https://medium.com/pinterest-engineering/pin2interest-a-scalable-system-for-
for-content-classification-41a586675ee7.

https://medium.com/pinterest-engineering/pin2interest-a-scalable-system-for-content-classification-41a586675ee7
https://medium.com/pinterest-engineering/pin2interest-a-scalable-system-for-content-classification-41a586675ee7
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interaction, seeking information, entertaining and sharing information
(Anita, 2013). Therefore, recommending right connections to users plays
a crucial role for keeping users staying and using those platforms. To this
end, many applications have been proposed for providing personalized
friend recommendations on different social media platforms such as
Twitter, Flickr and Facebook (Huang et al., 2017b; Naruchitparames
et al., 2011; Weng et al., 2010).

For example, in Hannon et al. (2010, 2011b), the authors have built
keyword-based user interest profiles based on the tweets of each user
or her followers and followees on Twitter. All those tweets (relevant to
a user) are considered as a document and each term in the document
is given its importance using the TF-IDF score. Afterwards, a user
can enter search queries to find relevant users (potential friends) based
on the similarity between the queries and the user documents in the
corpus. The authors in Zheng et al. (2015) have proposed a method
for mining user interest profiles from Sina Weibo. The authors claimed
that using bag-of-words approaches are not sufficient for discovering
users’ interests. In contrast to bag-of-words, in order to incorporate the
temporal dynamics of user interests, the proposed method leverages a
set of microblogs published by a user on a specific time interval, and
then applies LDA to learn the topics that the user is interested in during
that time period.

As another example for friend recommendation application, the
authors in Faralli et al. (2015) have used a taxonomy of Wikipedia cat-
egories called “Twixonomy” to build hierarchical interest profiles where
user interests are represented as Wikipedia categories. Those inferred
concept-based interest profiles are then applied for recommending user
Twitter accounts that a user might be interested in. Similar to the trend
of using multi-modal approaches for content recommendations, in Yao
et al. (2017), it is shown that multimodal approaches are also helpful
for improving the performance of friend recommendations by exploring
images and tags together on Flickr.
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5.1.2 Advertisement (Ad) Recommendations

Advertising is a critical source where social media platforms derive
their revenue (Rohn, 2015). Facebook alone, for instance, generated
$17.4 billion ad revenue in the third quarter of 2019.2 Hence, targeted
advertising, which is a type of online advertising that focuses on different
aspects of a user such as interests or gender, has become one of the
largest and most lucrative advertising channels (Grbovic et al., 2016a).

For example, the “Pinterest Taxonomy” (aforementioned in Sub-
section 5.1.1) also has been used in Pinterest for ad targeting and rec-
ommendations. A machine learning (ML) system called User2Interest
is developed to map users to their interests in the taxonomy, which
uses user engaged pins and corresponding interest labels of those pins
output from Pin2Interest as major input. This can provide statistics
such as the number of users per taxonomy node which can be used for
informing advertisers of shifts in overall interest.3

Tumblr also provides similar interest/topic taxonomy for advertisers
to provide sponsored post advertising (Grbovic et al., 2015, 2016b).
User interests are mapped to topics in a two-level General Interest
Taxonomy (GIT), which is used by the Yahoo Gemini4 advertising.
The GIT is carefully derived based on Interactive Advertising Bureau
(IAB) taxonomy recommendations,5 in order to meet advertiser needs
and protect Yahoo’s interests (Grbovic et al., 2016b). To this end,
the authors proposed a semi-supervised skip-gram modeling approach
(Mikolov et al., 2013) to learn tags and categories (topics in GIT)
associated with Tumblr posts. Afterwards, user interest profiles are
built based on their activities (e.g., generated posts, following other
users) and time for applying interest decay.

Similar approaches that map users to interest labels – so that
advertisers can target relevant users for advertising – can be found in
other social media platforms as well. The “Interest Targeting” service

2https://adage.com/article/digital/facebook-reports-increases-ad-revenue-and-
users-third-quarter/2211401.

3https://venturebeat.com/2020/01/10/pinterest-details-the-ai-and-taxonomy-
systems-underpinning-its-trends-feature/.

4https://gemini.yahoo.com/advertiser/home.
5https://www.iab.com/guidelines/taxonomy/.

https://adage.com/article/digital/facebook-reports-increases-ad-revenue-and-users-third-quarter/2211401
https://adage.com/article/digital/facebook-reports-increases-ad-revenue-and-users-third-quarter/2211401
https://venturebeat.com/2020/01/10/pinterest-details-the-ai-and-taxonomy-systems-underpinning-its-trends-feature/
https://venturebeat.com/2020/01/10/pinterest-details-the-ai-and-taxonomy-systems-underpinning-its-trends-feature/
https://gemini.yahoo.com/advertiser/home
https://www.iab.com/guidelines/taxonomy/
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on Twitter6 enables advertisers to target advertising campaigns on a
community of users whose interests broadly align with the product
or service to be promoted on Twitter. Interests are represented by
25 interest categories that expand into 350 sub-topics, ranging from
“Education” to “Sports”. For example, a web design company promoting
an offer could choose to target “Technology” under the Business category,
and “Web Design” under “Technology” to target users with those
interests on Twitter.

Similarly, the “Interest Targeting” service on LinkedIn7 also aims at
letting the customers reach members with relevant ads that match their
professional interests. For example, if an advertiser sells Cloud Comput-
ing services, the advertiser can target LinkedIn members interested in
“cloud computing” and create a campaign with sponsored content ads
showing how well the provided solution is helping business. Facebook
and Instagram also provide “Detailed Targeting” option for advertisers
so that they can define interests that targeted users should have, e.g.,
movies, books and TV.8 Providing the option of choosing “interests”
for advertisers in order to target users with those interests is common
practise in other social media platforms such as Weibo9 and Reddit.10

5.1.3 Personalized Content Summarization

Social media are effective user tools to create connections with other
users and to cultivate and share personal interests. In general, users’
connections and interests are the result of personal choices, operated
while interacting with the platform (e.g., browsing timelines, following,
searching, posting, replying, sharing contents, etc.). Due to the vastness
of information flowing through social media platforms,11 users are

6https://business.twitter.com/en/targeting/interest.html.
7https://business.linkedin.com/en-uk/marketing-solutions/blog/posts/

marketing-solutions/2019/introducing-interest-targeting.
8https://www.facebook.com/business/help/440167386536513?id=

176276233019487.
9https://www.dragonsocial.net/blog/chinese-social-media-weibo-and-twitter-

comparison/.
10https://www.wordstream.com/blog/ws/2019/05/24/reddit-advertising.
11https://blog.microfocus.com/how-much-data-is-created-on-the-internet-

each-day/.

https://business.twitter.com/en/targeting/interest.html
https://business.linkedin.com/en-uk/marketing-solutions/blog/posts/marketing-solutions/2019/introducing-interest-targeting
https://business.linkedin.com/en-uk/marketing-solutions/blog/posts/marketing-solutions/2019/introducing-interest-targeting
https://www.facebook.com/business/help/440167386536513?id=176276233019487
https://www.facebook.com/business/help/440167386536513?id=176276233019487
https://www.dragonsocial.net/blog/chinese-social-media-weibo-and-twitter-comparison/
https://www.dragonsocial.net/blog/chinese-social-media-weibo-and-twitter-comparison/
https://www.wordstream.com/blog/ws/2019/05/24/reddit-advertising
https://blog.microfocus.com/how-much-data-is-created-on-the-internet-each-day/
https://blog.microfocus.com/how-much-data-is-created-on-the-internet-each-day/
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literally flooded by tons of new contents everyday. Such availability of
information is determining a growing dissatisfaction and is compromising
the overall social media user experience.

Content summarization is the field of study which tries to cope with
the problem of content quantity and content dimensionality. Works
studying general purpose summarization techniques are focused on the
type of media i.e., text, audio and video (Nazari and Mahdavi, 2019;
Workie et al., 2020) and try to cope with the problem of content dimen-
sionality, offering a “smaller” version of the content that results more
accessible to the majority of users. Example fields of applications for gen-
eral purpose content summarization are: film industry, advertisement,
recreation, video surveillance, data redundancy removal, computational
time reduction, data visualization, search and retrieval.

Personalized content summarization, instead, is able to cope with
both the problem of content quantity and content dimensionality. Con-
tent quantity and dimensionality are reduced to respect of user interest
profiles, thus providing contents adapted to each individual social me-
dia user. For example, in Balan and Mathew (2020), the authors have
experimented a significant and incremental growth of e-commerce sales
when: (1) product descriptions are proposed in the original form, (2) de-
scriptions are summarized with general purpose techniques, and finally
(3) personalized summarization techniques are applied. The content
quantity problem is also addressed in Ren et al. (2013) where the authors
presented a tweets summarization approach and exploited a time-aware
user behavior model, which is able to infer dynamic probabilistic distri-
butions over interests and topics.

Personalized timeline summarization techniques can improve social
media user experience. However, summarizing the timeline about an
entity with social media data faces two main challenges: (1) key timeline
episodes about the entity are unavailable in most social media platforms,
and (2) since social media posts are short, noisy and informal, only
content-based summarization is not sufficient. To address these chal-
lenges, in Chang et al. (2016), the authors have proposed a framework,
named Timeline-Sumy, that utilizes episode detecting and summary
ranking for personalized timeline summarization. Episode detecting is
used to explicitly model temporal information and summary ranking is
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used to rank social media posts in each episode via a learning-to-rank
model. As another example, in order to facilitate user conversations
about live streamed events, in Hannon et al. (2011a), the authors have
proposed a Personalized Highlight Generator (PASSEV) that exploits
user time-stamped opinions (mined from tweets) to generate video
highlights for sport-related live events.

5.1.4 User Expertise Mining

As the numbers of users and contents are growing exponentially in
social media, identifying experts in different topics is one of the useful
applications that social media platforms can provide for their users to
help them to find reliable information in different domains. The ability
to understand the expertise of users is a key component to develop
such applications (Xu, 2018). However, users are often unwilling to
explicitly provide their expertise. User expertise modeling and user
interest modeling can be considered as two related areas because both
of them are trying to infer the relations between users and topics by
processing the users’ information in social media (e.g., the user’s social
posts, social relations, biographies and lists), such that the approaches
applied for user expertise modeling mostly take advantage of user
interest profiles.

There is a group of studies that seeks to model the general topics of
expertise a user has knowledge of, based on her historical behavior (Guy
et al., 2013; Purohit et al., 2012; Xu et al., 2016, 2017). For example,
in Ghosh et al. (2012), the authors have proposed utilizing the list
memberships in Twitter to infer the topical expertise of users. They
have used text processing techniques to analyse list metadata, and then,
to infer the topics of expertise of the users in the list.

As some other examples, the authors in Xu et al. (2016) have in-
ferred a user’s expertise based on her posts on Twitter. They have first
evaluated the importance of a tweet in identifying user expertise by
using the sentiment intensity of the tweet. Then, an inference problem
is modeled by exploiting the relatedness between expertise topics. In
Wagner et al. (2012), the authors have learned the related topics of
each user by running LDA over different types of user-related data
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(e.g., tweets, retweets and lists). These topics are considered as a rep-
resentation of the user’s expertise. To evaluate the identified expertise
and investigate the usefulness of each type of user data on Twitter for
inferring user expertise, they have compared the identified expertise of a
user with the user’s actual expertise topics in the context of personalised
recommendation.

In the literature, there is another group of studies that focuses
on a particular topic/domain of expertise and tries to find experts
in that domain or topic (Abbas et al., 2015; Cheng et al., 2014; Li
et al., 2014). For example, in Li et al. (2014), the problem of expertise
modelling is investigated in terms of a user’s knowledge on a place or
a category of places instead of general topics/domains. The authors
have analyzed the geo-tagged tweets of a user to identify if the user
has knowledge about a given place. In their proposed model for user
expertise mining on places, they have considered three properties of
users: (1) within-topic activity (interactions the user had with the target
place), (2) within-topic diversity (interactions the user had with other
places in the category of the target place), and (3) recency (recent
interactions the user had with the target place).

As other examples, in Abbas et al. (2015), the authors have proposed
a method to find health experts from Twitter. Given a disease, they have
first extracted the related keywords to the disease from the WordNet
database.12 Then, the initial expert candidates for the disease are
selected based on the usage of these keywords in the user’s posts.
Finally, the final experts were selected for the given disease based
on a metric defined from multiple criteria, such as the sentiment of
the users in replies to the tweets of expert candidates. In Wei et al.
(2016), the problem of expert finding on specific topics in Twitter was
addressed as a search problem, in which each term in the query is
treated as an expertise topic. The authors considered two aspects of
users, i.e., global authority and local relevance, to estimate their level
of expertise on a given topic. To model the global authority of a user
on a topic, a semi-supervised graph-based probabilistic method was

12https://wordnet.princeton.edu/.

https://wordnet.princeton.edu/


5.1. Applications on Social Media Platforms 559

proposed that used three relations on Twitter (i.e., user-follower, user-
list and list-list relations). The local relevance of users on a topic was
calculated by a Gaussian-based method, where a user is represented by
a document including the user’s tweets, bio and the metadata of her
list memberships.

5.1.5 Community Detection

Detecting communities on social media platforms such as Twitter or
Facebook is useful to perform effective content and friend recommen-
dations. In addition, it is also crucial in targeted advertising and viral
marketing on social media platforms by identifying a subset of target
users for advertising. Due to the importance of community detection
on those social media platforms, many previous studies have focused
on how user interests can effectively help to detect communities (Lim
and Datta, 2012b).

For example, in Lim and Datta (2012a), the interest of a Twitter
user in an interest category (or community) is inferred by the number of
celebrities of that category that the user follows. The celebrities of each
category are chosen based on the “occupation” of their corresponding
Wikipedia concepts. Afterwards, communities are detected based on
linkages among the followers of those celebrities. In Zhang et al. (2012),
the authors have proposed discovering communities on Twitter based on
the similarity between users, where the similarity incorporates different
aspects with respect to a user: (1) the user’s content including texts,
URLs and hashtags in her tweets, and (2) the user’s social behaviors
such as following and retweeting. User interests based on texts here are
inferred as the topics learnt by LDA considering the tweets of the user
as a single document. Similarly, in Shi et al. (2017) user communities
are detected based on the similarity between users, where user interest
profiles are topic distributions inferred in a specific time interval.

A multimodal approach has been explored in Joshi et al. (2015)
for community detection. The authors have exploited both shared
photos and tags associated with those photos on Flickr to build user
profiles and use them for detecting communities which shows better
performance compared to considering only photos or tags. Recently,
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in Fani et al. (2018) a graph-based approach is proposed to identify
temporal topic-based user communities, i.e., communities of users who
share similar topical interests with similar temporal behavior on Twitter.
To model explicit interests of users over emerging topics on Twitter
in different time intervals, they have utilized multivariate time series
analysis. Then, they have built a user graph according to the measured
user similarities based on the time series representation of the users.
Finally, they have applied graph clustering techniques on the user graph
to extract subgraphs that represent temporal user communities.

5.1.6 Aspect-Based Sentiment Analysis

The sentiment of user content and inferred user interest profiles has
gained attention in several studies which has shown to be crucial for
improving the recommendation performance in many domains such
as e-commerce. For example, there is a line of studies (e.g., Li et al.,
2019; Wang et al., 2018b; Zhang et al., 2014) which has shown that
considering the sentiment of user interests in terms of item features
on e-commerce and review service websites, such as Amazon and Yelp,
can improve the top-k recommendation performance and also provide
explainable recommendation to the users.

In line with those efforts, several studies also have considered the
sentiment of topics of (user) interest in the context of social media
and its applications such as content or friend recommendations. For
example, in Wang et al. (2018a), the authors have studied the problem
of predicting the sentiment of user interests where the user interests
refer to celebrities on Sina Weibo. The authors have claimed that the
solution to this problem will be beneficial to many online services such
as personalized advertising, new friends recommendation, public opinion
analysis and opinion polls.

As another example, the authors in Yuan et al. (2014) have shown
that considering sentiment homophily plays an important role for the
friend recommendation task. The intuition behind their work is that,
although two users both are interested in a certain topic (such as “Trump
for President”), the two users may exhibit the same or contradictory
sentiments toward the interest, which may play a crucial role in whether
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they can be a friend or not. To this end, they have incorporated the
sentiment toward the users’ topics of interest, represented by hashtags on
Twitter in their proposed approach. The results show that incorporating
sentiment homophily as a set of features improves the performance of
link prediction in terms of F1 score in both mutual-follow and mention
graphs on Twitter.

The importance of considering the sentiment of user interests for
content recommendations on Twitter has been studied as well. For
example, the authors in Harakawa et al. (2018) have considered not
only the topics included in a tweet (i.e., words, hashtags, and visual
objects in the image of the tweet if any) that a user is interested in but
also the sentiment regarding those topics in the context of recommending
tweets that would be re-tweeted by a user. A multimodal Field-aware
Factorization Machines (FFM) (Juan et al., 2016) is used to incorporate
those factors for sentiment-aware personalized tweet recommendations.
The authors have shown that the use of sentiment of user interests in
addition to other factors produces a higher MAP value.

5.2 Third-Party Applications

User interest modeling also enables the development of useful third-party
applications beyond services on social media platforms. For example,
third-party applications that allow social login functionality13 can ben-
efit from user interest modeling from social media to provide better
services to their users. Social login functionality allows new users to
an application to log-in using their social media accounts instead of
creating new application specific accounts. Due to its growing popularity,
many applications support the social login functionality so that users
can log-in to those applications with their social media accounts such as
Facebook or Twitter. Hence, this mechanism allows those applications,
with the permission of the user, to access user-generated content and
infer user interests to provide personalized services, even in cold-start
situations (The integration of social media and third-party applications
are discussed in more detail in Subsection 5.4).

13https://en.wikipedia.org/wiki/Social_login.

https://en.wikipedia.org/wiki/Social_login
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In the following, we provide an overview of some of the existing
applications which exploit inferred user interests from various social
media platforms for providing personalized services.

5.2.1 News Recommendations

One of the most popular applications taking advantage of user interest
modeling on social media platforms, is recommending news articles,
since the majority of the content generated on social media platforms
(e.g., Twitter) is related to news (Kwak et al., 2010). Indeed, social
media have become the main source of news online, with more than
two billion users, and nearly 64.5% of those users receive breaking news
from Facebook, Twitter, YouTube, Snapchat and Instagram instead of
traditional media.14 In this regard, many previous studies have been
proposed using inferred user interests on Twitter for personalized news
recommendations.

For example, the authors in Phelan et al. (2009) have shown a
content-based recommender system named Buzzer, which provides
recommended real-time topical news articles from RSS news feeds using
inferred user interest profiles from Twitter. A recommended article
consists of the article content which includes a hyperlinked title of
a news article from the RSS feed, and the summary of the article.
In addition, each recommended news article has its metadata which
consists of the recommendation score, and the associated terms of the
article. Both user and article profiles are keyword-based and the weights
of terms are measured by the TF-IDF score. Similarly, the authors in
Abel et al. (2011b, 2013a) have used user interest profiles mined from
users’ tweets for recommending news articles. To this end, two types
of keyword-based user profiles (based on hashtags and named entities)
extracted from tweets are compared. In addition, the dynamics of user
interests are incorporated into the user interest mining process by using
temporal constraints (such as considering specific period(s)) or temporal
patterns (e.g., weekday, night, etc.) which shows to be able to improve
the quality of recommendation.

14https://www.forbes.com/sites/nicolemartin1/2018/11/30/
how-social-media-has-changed-how-we-consume-news/#18a7813e3c3c.

https://www.forbes.com/sites/nicolemartin1/2018/11/30/how-social-media-has-changed-how-we-consume-news/#18a7813e3c3c
https://www.forbes.com/sites/nicolemartin1/2018/11/30/how-social-media-has-changed-how-we-consume-news/#18a7813e3c3c
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Instead of using keyword-based approaches, in Zarrinkalam et al.
(2015), the authors have used topics extracted in a given time interval to
represent user interests. Here each topic is a set of semantic concepts (i.e.,
Wikipedia concepts) with high ephemeral correlations, i.e., the concepts
have been frequently co-occurring together during a given interval. The
resulting user interest profiles, built for each time interval, are then used
for recommending news from BBC or CNN during that time interval,
which shows better performance compared to those interest mining
approaches used in Abel et al. (2013a).

5.2.2 Point-of-Interest (POI) Recommendations

A point-of-interest (POI) is a specific type of interest with respect to
locations. Many social media platforms, such as Twitter and Flickr,
provide the geo-tagging functionality to users, so that they can gener-
ate content with geo-tags, which are metadata associated to a user’s
geographical location. Mining geo-tagged user-generated contents and
inferring related locations enables the creation of useful applications
such as POI recommender systems and personalized tour planners.

For example, the authors in Lim (2015) have proposed an approach
for recommending personalized tours based on user interests from her
visit history on Flickr (consisting of a collection of geo-tagged photos).
To this end, POI alignments to Wikipedia concepts, and the related
entities have been used for inferring user interests. For example, https:
//en.wikipedia.org/wiki/Category:Landmarks_in_Melbourne is a POI
category which contains dozens of entities such as https://en.wikipedia.
org/wiki/Bolte_Bridge and https://en.wikipedia.org/wiki/Luna_Park,
_Melbourne. Flickr photos shared by users are mapped to the extracted
list of POIs based on their coordinates (provided in the form of geo-tags).
Then, the user interest profiles are used for recommending personalized
tours (as a sequence of POIs). Similarly, in Lim et al. (2018), the
authors have proposed a personalized tours recommender system based
on POIs of users on Twitter. Different from Lim (2015), user interests
are represented as POI categories where the weights of each category
is determined by her time spent at and the number of times the user
visits each POI in the category.

https://en.wikipedia.org/wiki/Category:Landmarks_in_Melbourne
https://en.wikipedia.org/wiki/Category:Landmarks_in_Melbourne
https://en.wikipedia.org/wiki/Bolte_Bridge
https://en.wikipedia.org/wiki/Bolte_Bridge
https://en.wikipedia.org/wiki/Luna_Park,_Melbourne
https://en.wikipedia.org/wiki/Luna_Park,_Melbourne


564 Applications of User Interest Models

As another example, the authors in Abel et al. (2012) have proposed
recommending POIs for users based on their activities on Twitter
and Flickr. Concept-based user interest profiles are built based on
the users’ posts on Twitter and their sharing activities on Flickr. In
this work, each concept represents a DBpedia entity related to a POI
such as http://dbpedia.org/page/Eiffel_Tower. Each mined concept
is further enriched based on its indirect links in the DBpedia graph.
For example, http://dbpedia.org/page/Paris will be added into a user’s
interest profiles if http://dbpedia.org/page/Eiffel_Tower is one of her
explicit interests since they are indirectly linked via the property http:
//dbpedia.org/ontology/location in the DBpedia knowledge graph.

5.2.3 Research-Related Recommendations

Social media platforms such as Twitter have also been widely used by
researchers for sharing/announcing scientific related events and infor-
mation (Letierce et al., 2010), and it has been shown that professional
interests extracted from the social media activities of researchers are
highly similar to the ones extracted from their publications (Große-
Bölting et al., 2015). This motivates and enables many interesting
applications of user interests mining with respect to researchers based
on their online social media activities as well.

For instance, an application to recommend researchers is proposed
in Nishioka et al. (2015) based on the user interest profiles inferred by
leveraging users research related Twitter activities. To this end, domain-
specific concepts explicitly mentioned in the tweets of researchers/users
are extracted to build concept-based user interest profiles. For exam-
ple, the ACM Computer Classification System (CCS)15 is used as a
hierarchical knowledge base for the computer science domain, and the
Medical Subject Headings (MeSH)16 is used as the one for the domain
of medicine. Furthermore, implicit user interests (i.e., concepts that
are not mentioned explicitly in the text) are identified by exploiting
the hierarchical structure of those knowledge bases related to the ex-
plicitly mentioned concepts. Afterwards, inferred professional interests

15https://www.acm.org/publications/class-2012.
16https://www.nlm.nih.gov/databases/download/mesh.html.
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of users are used for recommending researchers that a user might be
interested in.

In addition, several studies have presented the application of rec-
ommending research publications using inferred interest profiles from
Twitter. In Nishioka and Scherp (2016), the authors have used similar
user interest mining approaches proposed in Nishioka et al. (2015) to
infer professional interests in the domain of economics, i.e., user inter-
ests are represented as concepts in a hierarchical knowledge base with
respect to the domain. Different from Nishioka et al. (2015), the authors
have also leveraged interest decay functions computed, for example by
combining a sliding time window and exponential decay function to
give higher importance to the concepts recently mentioned on user’s
tweets. The authors showed that using inferred user interest profiles with
the titles of scientific publications are sufficient to achieve competitive
recommendation results when employing the proposed interest mining
approach.

5.3 Other Applications

In the following, we provide an overview of other interesting applications
using inferred interest profiles based on various user interest mining
approaches introduced in this work. Estimating the location of a user
when she is generating contents in social media, e.g., where a user
tweeted about some events, is important to many smart city applications
such as understanding the mobility patterns of users in a city. Inferred
user interests can be used for estimating a user’s location correctly.
For example, in Chen et al. (2013), the authors have used interest
profiles inferred from Chinese tweets obtained from Sina Weibo to
predict user locations. To this end, the authors represent user interest
profiles as topic distributions where the topics are learned using LDA
based on their tweets. A mapping between location function (e.g., sports
or entertainment) and user interest is established first and used for
estimating actual locations.

Recently, the authors in Inaba and Takahashi (2018) have proposed
inferring user interests from open-domain chat-oriented dialogue systems
in order to provide personalized responses. This allows the system to
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enhance both user engagement and satisfaction by focusing on topics
a user is interested in and avoiding topics they dislike. User interests
are represented with 24 topic categories (out of the categories used by
Yahoo Chiebukuro17) which were likely to be related to the content
appearing in one-to-one dialogues between strangers. The authors used
a three-point scale to represent the degree of interests in each topic i.e.,
0 (disinterest, indifference and neutrality), 1 (light interest), or 2 (strong
interest). The degree of interest is estimated by a neural network-based
approach proposed by the authors using utterances in chat dialogues.

In Lully et al. (2018), the authors have shown that user interest
profiles extracted from interactions between users and photos can be
used for recommending tour-related photos to be displayed in ads
banners. To this end, concept-based user interest profiles are extracted
based on interacted photos of a user with the following steps. First, each
photo is classified into the 1000 ImageNet concepts using a computer
vision method named “Inception-V3” (Szegedy et al., 2016). Concepts
are then mapped into corresponding DBpedia entities with a semi-
automatic approach. For each photo, other photos that are highly
related to the given photo can be retrieved based on their similarities
using the embeddings of those photos learned by Inception-V3. Then,
user interest profiles are enriched, with implicit user interests by mining
those concepts related to explicit interests, from the DBpedia knowledge
graph. Although the interest mining approach is based on photos that a
user has interacted with in a system of travel agency, the same approach
can be used for inferring user interests based on the photos shared by
users in social media platforms (such as Instagram or Flickr) as well,
which can be useful for those cold-start users who have not interacted
with many photos in the system.

The abundant user-generated content (such as texts and photos)
on many existing social media platforms provides a great opportunity
for many start-ups to better understand user interests and provide
personalized services. For example, a start-up company which sells
and recommends movies can provide personalized movie recommenda-
tions based on inferred user interest profiles from their social media.

17https://chiebukuro.yahoo.co.jp/.

https://chiebukuro.yahoo.co.jp/
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Digi.me,18 which enables individual users to aggregate and manage their
social media data at a central place, is a good example of providing
third-party applications rich user profiles, including their interests for im-
proving their services (with the permission of users) such as personalized
e-commerce. In this regard, we expect that there will be a growing num-
ber of applications of user interest profiles in the future.

5.4 Integration of Social Media and Third-Party Applications

In recent years, we have observed a significant growth in the integration
of third-party applications with social media platforms. Because personal
user information (such as user interests, user generated content and user
social relationships) from social media can be leveraged with the per-
mission of a user to provide advanced functionalities (e.g., personalized
services and personalized advertising) for third-party applications.

In order to be able to integrate third-party applications with social
media platforms, most social media offers services to allow third-party
applications to programmatically interact with these platforms. Due to
the “online” nature of social media, these services are deployed in the
form of representational state transfer (REST) application programming
interface (API) which provides the access to social media functionalities
through hypertext transfer protocol (HTTP) requests.19 In the following,
we introduce some important examples of such services:

1. Social login: This is a functionality that allows users to log-in
by using their social media accounts instead of creating new
application specific accounts.

2. Accessing user related data: third-party applications are able to
ask an explicit user agreement to access her own personal data.
Depending on the social media platform, available personal user

18https://digi.me/.
19Twitter: https://developer.twitter.com/en.

Facebook: https://developers.facebook.com/docs/apis-and-sdks.
Weibo: https://open.weibo.com/wiki/SDK/en.
Instagram: https://www.instagram.com/developer/.
Pinterest: https://developers.pinterest.com/docs/getting-started/introduction/.

https://digi.me/
https://developer.twitter.com/en
https://developers.facebook.com/docs/apis-and-sdks
https://open.weibo.com/wiki/SDK/en
https://www.instagram.com/developer/
https://developers.pinterest.com/docs/getting-started/introduction/
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information include: status updates, lists of followers and followees,
subscriptions, short bio, email, age, gender and location.

3. Performing status updates: with the agreement of the user, third-
party applications can generate user status updates typically to
share application generated contents.

4. Establishing social relationships: third-party applications can offer
functionalities to allow users to follow (or to subscribe) a specific
social media account (or channel) without using social media
platform dedicated user interfaces. For example, a website may
offer widgets to let a user start following the status updates of its
social accounts (i.e., Facebook, Twitter and LinkedIn).

In general, thanks to REST API, all kinds of applications20 – when
a functioning internet connection is available – can interface with social
media platforms and as a consequence access to personal end-user data.
A notable example of integration is the popular video streaming and
social media platform – YouTube. YouTube is deployed in many forms
(e.g., as a web application or a mobile application) and provides immedi-
ate tools to perform the action of sharing video links in status updates
on a user’s social media. In addition, some social media platforms (e.g.,
Facebook) are offering more sophisticated API enabling the integration
of third-party applications within the platform itself.

Based on REST API, third-party applications can be designed to
collect personal information for a large population of users. It is worth
noting that massive personal user data collection activities are performed
in different fields of application, ranging from research activities (e.g.,
large-scale datasets are required for training and evaluation purposes
see Section 4) to commercial activities (e.g., marketing and advertising
purposes).

To integrate third-party applications with social media platforms,
the systematic access and management of personal user data has been
a widely discussed topic. To protect the privacy of their users, social
media platforms adopted more and more restrictive rules on the types

20A social media platform can behave as a third-party application and interact
with other social platforms.
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and quantities of user data accessible by third-party applications. The
privacy policies of a social media platform are clearly stated and must
be accepted (with explicit agreement) by all the developers of third-
party applications who are willing to use the platform REST API.
Additionally, social media platforms adopted technological mechanisms
to monitor and to prevent any possible violation. Moreover, some
institutions and governments regulated the management of personal user
data (thus involving social media platforms) with advanced legislative
tools. Notable examples are the General Data Protection Regulation
(GDPR)21 and the California Consumer Privacy Act (CCPA).22

Despite the fact that the problem is widely felt globally, there are
still many important aspects related to personal user data and privacy
that require regulations to be globally elaborated. As an example, the
“right to be forgotten” – the right to have negative personal information
removed from Internet searches and other directories under certain
circumstances – has been discussed and put into practice in the European
Union and Argentina only.23 More information on the subject can be
found in Bakhoum et al. (2018) where different authors analyse the
legal approach to personal data taken by different fields of law.

21https://eur-lex.europa.eu/eli/reg/2016/679/oj.
22https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=

201720180AB375.
23https://en.wikipedia.org/wiki/Right_to_be_forgotten.

https://eur-lex.europa.eu/eli/reg/2016/679/oj
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https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375
https://en.wikipedia.org/wiki/Right_to_be_forgotten


6
Open Challenges and Future Directions

With respect to the exciting open research questions in the state-
of-the-art for mining users’ interests from online social media, this
section will present different challenges and future directions which
are related to: (1) semantics, (2) cross-system models, (3) dynamicity,
(4) comprehensiveness, (5) explainability, and (6) reproducibility.

6.1 Semantics

Some studies (see Section 3) have proposed to enrich social posts by
annotating them with unambiguous concepts described in external
knowledge bases such as Wikipedia/DBpedia. In other words, entity
linking is a fundamental step in concept-based user interest modeling.
However, since social posts are rather short, noisy and informal and they
often do not provide sufficient contextual information, entity linking
from social posts is challenging by itself. For doing this step, most studies
rely only on the existing entity annotators such as TagMe, Zemanta or
Aylien. Although the accuracy of this step has influence on the accuracy
of the inferred interests, many studies don’t consider the uncertainty of
these annotators. Therefore, more investigations on the impact of the

570
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accuracy of annotators on the performance of user interest modeling
are needed.

Furthermore, existing studies only consider explicit entities which
are mentioned in the social posts to infer user interests. For example,
in the following tweet, the term Gravity is an explicit entity mentioned
on the tweet:

The movie Gravity was more expensive than the Mars Or-
biter Mission.

Concept-based user interest modeling methodologies use explicit
entities to model user interests. However, there are some entities in
the social media posts which are implicitly mentioned. For example,
in the following tweet, the term Gravity is not explicitly mentioned in
the tweet, even if however the tweet is talking about this movie:

this new space movie is crazy, you must watch it.

Implicit entity linking has recently been introduced to link a post to
a Wikipedia entity while the name of that entity or its synonyms are not
explicitly mentioned in the post. In the first work that introduced this
concept (Hosseini et al., 2018), the authors have shown the importance
of implicit entity linking. It is mentioned that 21% of the entities in
the Movie domain and 40% in the book domain are implicit entities.
Therefore, applying implicit entity linking methods for extracting im-
plicit entities from posts and infer interests of users more accurately is
an interesting future direction which is yet to be explored.

6.2 Cross-System Models

The majority of existing approaches of user interest modeling from
social media have mainly focused on a single social media as a source of
information. Most of these studies use Twitter because the information
that the users publish are more publicly accessible compared to other
social media. However, people expose and share different aspects of their
behavior, personality and activities in different social media. According
to GlobalWebIndex,1 on average, people actively use 2.8 social media

1https://www.globalwebindex.com/.

https://www.globalwebindex.com/
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platforms and this value is increasing over the years. Therefore, to
provide a comprehensive view of user’s behaviors, it is crucial to integrate
information from multiple social media.

Despite its advantages, this leads to important data integration
challenges: entity matching and duplicates resolution, conflict resolution,
heterogeneity of the data models of the sources and the consequent
need of a common target data model, to name a few (Orlandi et al.,
2012). New technologies have been recently developed to link different
social media accounts of the same user (Shu et al., 2016). Thus, as
a future direction in user interest modeling from social media, with
linked data, it is possible to perform novel cross-system user interest
modeling such as: (1) domain bias analysis that focuses on studying
the impact of domain or social network platform on user interests, and
(2) domain adaptation that addresses how to adapt prediction models
trained on one platform (e.g., Twitter) to predict the user interests on
other platforms (e.g., Facebook) (Pan and Ding, 2019).

6.3 Dynamicity

In terms of the dynamicity dimension in user interest modeling from
social media, it has been well accepted that users’ degree of interest
changes over time and is considered in different studies. However, social
media have more dynamicity in other aspects. For example, new users
may join a social network or current users may leave; new topics may
emerge or current topics may disappear; even the relationship between
users or topics change over time on a social network. Thus, more
dynamicity should be considered in user interest modeling approaches.
In Zarrinkalam et al. (2018) the authors have already shown that
modeling social network information as a unified graph and applying
heterogeneous link prediction methods is promising for modeling user
interests. However, they have overlooked the dynamicity of information
in social media. Recently, in Fard et al. (2019) the authors have proposed
an approach for link prediction in dynamic heterogeneous information
networks which is shown that works well in the context of co-author
prediction. Applying approaches that consider both heterogeneity and
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dynamicity of information in the context of interest modeling can be
considered as a future direction.

By modeling the information of social media as a dynamic graph
for predicting user’s interests, a promising approach to infer interests
of a user is applying dynamic network embedding methods. Dynamic
network embedding has shown promising results in underlying tasks such
as node classification (Cavallari et al., 2017), link prediction (Grover and
Leskovec, 2016) and community detection (Perozzi et al., 2014), among
others. The problem with the majority of existing dynamic network
embedding methods is that they overlook the heterogeneity of a graph.
Recently, in Bian et al. (2019) the authors have proposed a graph
embedding method that considers both heterogeneity and dynamicity
of the underlying graph to learn the vector representations of nodes.
Applying such approaches in the context of interest modeling can be
considered as a future direction. Recently, in Chen et al. (2020), the
authors have proposed a recommender system which is able to embed
user item ratings with temporal information. The proposed methodology
is based on graph embeddings and diffusion sampling (graph2vec) and
embeds user’s behavior histories to a low-dimensional vector space.

6.4 Comprehensiveness

Investigating the synergistic effect of different dimensions is important
for developing better user modeling methods. For example, in the
context of link recommendation application, in Piao and Breslin (2016d)
the authors investigated the effect of four dimensions in user interest
modeling, i.e., interest representation, enrichment, temporality of user
interests, and interest propagation. They have shown that representing
user interests using WordNet synsets and DBpedia entities and enriching
posts by the content of the embedded URLs in posts is an effective
approach in the context of link recommendations on Twitter. This study
can be considered as a good starting point for more comprehensive
user interest modeling methods. However, in their work, the effect of
different dimensions is only investigated in a specific context, i.e., link
recommendation.
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Different user interest modeling strategies perform differently in
different applications. For example, in the context of news recommenda-
tion, the authors in Abel et al. (2011b) have shown that using interest
decay function for constructing user interest profiles on Twitter performs
better than applying constraint-based approaches, which is different
from the results reported by the authors of Nishioka and Scherp (2016)
in the context of publication recommendations. Therefore, more compre-
hensive studies are needed to answer the important research question
“Which combinations of different approaches in each dimension can
provide the best user interest profiles in each application?”.

6.5 Explainability

The explainability of recommender systems has attracted considerable
attention by researchers to: (1) make recommendation models bet-
ter understandable, i.e., to help users to understand how the system
works (Transparency), and (2) allow users to tell the system if it is
wrong (Scrutability) (Balog et al., 2019). The research on explainable
recommendation methods has already been investigated in different
application domains, such as explainable e-commerce recommendation
(He et al., 2015c; Zhang et al., 2014), explainable social recommendation
(Ren et al., 2017), and explainable point-of-interest recommendation
(Wang et al., 2018c). Interested readers are encouraged to see Zhang and
Chen (2020) for the state of the art on explainable recommendation.

However, explainability as an important dimension in user interest
modeling from online social media is overlooked. Building user models
in a manner that engages the user in a feedback cycle may improve the
quality of the model and the user’s control over the personalization.
Recently, in the context of movie recommendation, the authors in Balog
et al. (2019) have taken the explainability to the level of user interests.
Instead of explaining to the user why a given item was recommended,
they have presented an approach to provide a textual description that
summarizes the system’s understanding of the user’s preferences. They
have also allowed the user to scrutinize this summary and thereby
directly modify the user model. Therefore, incorporating explainability
as a dimension into user modeling strategies in online social media
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is a promising future direction and deserves further investigation and
evaluation.

6.6 Reproducibility

Due to the lack of common benchmarks and datasets in the context of
user interest modeling from online social media, although there are many
studies in this field, they don’t compare their proposed approach with
previous studies. Recently, in Tommaso et al. (2018) the authors have
presented a user interests dataset which seems promising for comparing
the approaches in this context (see Section 4). It includes half a million
Twitter users with an average of 90 multi-domain preferences per user
on music, books, etc. To reliably extract a user’s interests, they have
used two sources of information: (1) those tweets of the user which are
published via online platforms such as Spotify, Goodreads and IMDB,
and (2) the user’s friendship list.

Another challenge of reproducibility in user interest modeling from
social media is that the implementation of current studies are not avail-
able. Therefore, it is hard for researchers to reimplement the approaches
proposed in previous studies for comparison. As a future direction, pro-
viding a user interest modeling library that include the implementation
of the state of the art approaches, in the same way as Librec2 library
(Guo et al., 2015) for recommender systems is important to evaluate
the performance of different user interest modeling strategies.

2https://github.com/guoguibing/librec.

https://github.com/guoguibing/librec
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A.1 Glossary

A

Annotation is extra information associated with a particular point in
a document or other piece of information.3

B

Big Five Model is a suggested taxonomy, or grouping, for personality
traits, developed from the 1980s onwards in psychological trait theory.
The Big Five personality traits is also known as the five-factor model
(FFM) and the OCEAN model.4

Biography/Bio (Social Media) refers to a short bit of explainer text
that explains who the user is.5

C

Category (Wikipedia) is intended to group together Wikipedia arti-
cles on similar subjects. Clicking a category name brings up a category
page listing the articles (or other pages) that have been added to that
particular category.6

Co-Occurrence Graph/Network is the collective interconnection of
terms based on their paired presence within a specified unit of text. For
example, terms A and B may be said to “co-occur” if they both appear
in a particular article.7

Cross-System User Modeling is a user modelling methodology that
interweaves user profiles from diverse Social Media (Abel et al., 2013b).

3https://en.wikipedia.org/wiki/Annotation.
4https://en.wikipedia.org/wiki/Big_Five_personality_traits.
5https://blog.hubspot.com/marketing/social-media-terms.
6https://en.wikipedia.org/wiki/Help:Category.
7https://en.wikipedia.org/wiki/Co-occurrence_network.

https://en.wikipedia.org/wiki/Annotation
https://en.wikipedia.org/wiki/Big_Five_personality_traits
https://blog.hubspot.com/marketing/social-media-terms
https://en.wikipedia.org/wiki/Help:Category
https://en.wikipedia.org/wiki/Co-occurrence_network
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D

Decay Function describes the process of reducing an amount by a
consistent percentage rate over a period of time.8

E

Entity Linking is the task of assigning a unique identity to entities
(such as famous individuals, locations, or companies) mentioned in
text. In natural language processing, entity linking is also referred to
as named-entity linking (NEL), named-entity disambiguation (NED),
named-entity recognition and disambiguation (NERD) or named-entity
normalization (NEN).9

Explicit Interest is an interest of a user extracted by leveraging in-
formation from the user’s own activities (e.g., social posts and social
relations).

Extrinsic Evaluation assesses the performance of a text mining system
(user modeling in our context) component from the perspective of its
effects to the performance of the whole system (Suominen, 2009).

F

Followee (Social Media) refers to a user B who is followed by another
user A. The user A is able to receive status updates of user B.

Follower (Social Media) refers to a user B who subscribes to the user
A account in order to receive status updates of user A.

G

Geotag refers to a piece of electronic data that shows where someone
or something is and can, for example, be attached to a photograph or
comment on social media.10

8https://www.thoughtco.com/exponential-decay-definition-2312215.
9https://en.wikipedia.org/wiki/Entity_linking.

10https://dictionary.cambridge.org/dictionary/english/geotag.

https://www.thoughtco.com/exponential-decay-definition-2312215
https://en.wikipedia.org/wiki/Entity_linking
https://dictionary.cambridge.org/dictionary/english/geotag
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Google Knowledge Graph is a knowledge base used by Google and its
services to enhance its search engine’s results with information gathered
from a variety of sources.11

Ground Truth is a term used in various fields to refer to information
provided by direct observation (i.e., empirical evidence) as opposed to
information provided by inference.12

H

Hashtag is a tag used on a variety of social media as a way to annotate
a message. A hashtag is a word or phrase preceded by a # (e.g.,
#InboundMarketing). Social media users use hashtags to categorize
information and make it easily searchable.13

Homophily refers to the tendency of people to have (non-negative)
ties with people who are similar to themselves in socially significant
ways.14

Human Readable A human-readable medium or human-readable for-
mat is any encoding of data or information that can be naturally read
by humans.15

I

Implicit Interest is a potential interest that a user did not explicitly
mention but might have an interest in. Relationship between users and
relationship between topics of interest are two indicators to infer implicit
interests of users (Zarrinkalam et al., 2016).

11https://en.wikipedia.org/wiki/Knowledge_Graph.
12https://en.wikipedia.org/wiki/Ground_truth.
13https://blog.hubspot.com/marketing/social-media-terms.
14http://www.analytictech.com/mgt780/topics/homophily.htm.
15https://en.wikipedia.org/wiki/Human-readable_medium.

https://en.wikipedia.org/wiki/Knowledge_Graph
https://en.wikipedia.org/wiki/Ground_truth
https://blog.hubspot.com/marketing/social-media-terms
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Infobox a consistently-formatted table which is present in articles with
a common subject.16

Interoperability is a characteristic of a product or system, whose
interfaces are completely understood, to work with other products or
systems, at present or in the future, in either implementation or access,
without any restrictions.17

Intrinsic Evaluation assesses the performance of a text mining sys-
tem (user modeling in our context) component as an isolated unit
unconnected to the other system components (Suominen, 2009).

K

Knowledge Base is a centralized database for spreading information
and data. Knowledge bases support collecting, organizing, retrieving,
and sharing knowledge.18

Knowledge Graph in general, any graph-based representation of some
knowledge could be considered a knowledge graph. In many fields of
science a knowledge graph (Paulheim, 2016): (1) mainly describes real
world entities and their interrelations, organized in a graph, (2) defines
possible classes and relations of entities in a schema, (3) allows for
potentially interrelating arbitrary entities with each other, (4) covers
various topical domains.

L

Latent User Modeling refers to user modelling techniques devoted to
the definition of user interests models built on top of (or just including)
latent features.

16https://en.wiktionary.org/wiki/infobox.
17https://en.wikipedia.org/wiki/Interoperability.
18https://blog.hubspot.com/service/what-is-a-knowledge-base.

https://en.wiktionary.org/wiki/infobox
https://en.wikipedia.org/wiki/Interoperability
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Like (Social Media) Likes are actions that can be made by some social
media users (e.g., Facebook, Instagram and Twitter users). Instead of
writing a comment or sharing a post, a user click the Like button as a
quick way to show approval.19

List Membership (Social Media) (see Topical List).

O

Ontology defines a set of representational primitives with which to
model a domain of knowledge or discourse. The representational prim-
itives are typically classes (or sets), attributes (or properties), and
relationships (or relations among class members). The definitions of the
representational primitives include information about their meaning
and constraints on their logically consistent application (Gruber, 2009).

P

Pin (Social Media) is the basic unit of Pinterest. It is the equivalent
to the tweet on twitter. Pins consist of an image or video. Pins also
include information specifying the board in which it is pinned, the
source (either uploaded or taken from the web) and an indication from
whom it was repined (if indeed it was).20

Post (Social Media) a piece of writing, image, or other item of con-
tent published online, typically on a blog or social media website or
application.21

R

RDF Schema (Resource Description Framework Schema, variously ab-
breviated as RDFS, RDF(S), RDF-S, or RDF/S) is a set of classes with

19https://blog.hubspot.com/marketing/social-media-terms.
20https://corp.wishpond.com/pinterest-marketing-resources-for-business/

fundamentals-of-pinterest-pins-boards-repinning-and-everything-inbetween/.
21https://www.lexico.com/definition/post.

https://blog.hubspot.com/marketing/social-media-terms
https://corp.wishpond.com/pinterest-marketing-resources-for-business/fundamentals-of-pinterest-pins-boards-repinning-and-everything-inbetween/
https://corp.wishpond.com/pinterest-marketing-resources-for-business/fundamentals-of-pinterest-pins-boards-repinning-and-everything-inbetween/
https://www.lexico.com/definition/post
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certain properties using the RDF extensible knowledge representation
data model, providing basic elements for the description of ontologies,
otherwise called RDF vocabularies, intended to structure RDF resources.
These resources can be saved in a triplestore to reach them with the
query language SPARQL.22

Recommender System a subclass of information filtering system that
seeks to predict the rating and preference a user would give to an item
(Khanian Najafabadi et al., 2017).

Resource Description Framework (RDF) is a family of World Wide
Web Consortium (W3C) specifications originally designed as a metadata
data model. It has come to be used as a general method for conceptual
description or modeling of information that is implemented in web
resources, using a variety of syntax notations and data serialization
formats. It is also used in knowledge management applications.23

Retweet (Social Media) is a functionality to repost (something, such
as a message) to the Twitter online message service.24

S

Semantic Web is an extension of the World Wide Web through stan-
dards set by the World Wide Web Consortium (W3C). The goal of the
Semantic Web is to make Internet data machine-readable. To enable
the encoding of semantics with the data, technologies such as Resource
Description Framework (RDF) and Web Ontology Language (OWL)
are used. These technologies are used to formally represent metadata.25

Skip-Gram is one of the unsupervised learning techniques used to find
the most related words for a given word. Skip-gram is used to predict
the context word for a given target word. It’s the reverse of CBOW

22https://en.wikipedia.org/wiki/RDF_Schema.
23https://en.wikipedia.org/wiki/Resource_Description_Framework.
24https://www.merriam-webster.com/dictionary/retweet.
25https://en.wikipedia.org/wiki/Semantic_Web.

https://en.wikipedia.org/wiki/RDF_Schema
https://en.wikipedia.org/wiki/Resource_Description_Framework
https://www.merriam-webster.com/dictionary/retweet
https://en.wikipedia.org/wiki/Semantic_Web
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algorithm. Here, target word is input while context words are output.
As there is more than one context word to be predicted which makes
this problem difficult.26

Social Media is a Web 2.0 applications, where: (1) user-generated
content is the lifeblood, (2) individuals and groups create user-specific
profiles for a site or app designed and maintained by a social media
service, (3) social media services facilitate the development of social
networks online by connecting a profile with those of other individuals
and/or groups (Obar and Wildman, 2015).

Social Network is a network of individuals (such as friends, acquain-
tances, and coworkers) connected by interpersonal relationships. In
the context of social media a social network is the network of social
relationships established between users.27

SPARQL (pronounced “sparkle”, a recursive acronym for SPARQL
Protocol and RDF Query Language) is an RDF query language - that is,
a semantic query language for databases-able to retrieve and manipulate
data stored in Resource Description Framework (RDF) format. It was
made a standard by the RDF Data Access Working Group (DAWG) of
the World Wide Web Consortium, and is recognized as one of the key
technologies of the semantic web.28

Status Update is an update feature (Facebook) which allows users
to discuss their thoughts, whereabouts, or important information with
their friends. Similar to a tweet on the social networking site Twitter, a
status is usually short and generally gives information without going
into too much detail.29

26https://towardsdatascience.com/skip-gram-nlp-context-words-prediction-
algorithm-5bbf34f84e0c.

27https://www.merriam-webster.com/dictionary/socia_network.
28https://en.wikipedia.org/wiki/SPARQL.
29https://whatis.techtarget.com/definition/Facebook-status.

https://towardsdatascience.com/skip-gram-nlp-context-words-prediction-algorithm-5bbf34f84e0c
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https://en.wikipedia.org/wiki/SPARQL
https://whatis.techtarget.com/definition/Facebook-status
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T

Tag (Social Media) is a label that allows users to create a link back
to the profile of the person shown in the picture or targeted by the
update.30

Taxonomy is the science of classification according to a predetermined
system, with the resulting catalog used to provide a conceptual frame-
work for discussion, analysis or information retrieval. In theory, the
development of a good taxonomic classification takes into account the
importance of separating elements of a group (taxon) into subgroups
(taxa) that are mutually exclusive and unambiguous, and taken together,
include all possibilities.31

TF-IDF (Term Frequency-Inverse Document Frequency) is a nu-
merical statistic that is intended to reflect how important a word is to
a document in a collection or corpus (Rajaraman and Ullman, 2011).

Timeline (Social Media) is a user collection of images, and tagged
posts kept in reverse chronological order. Timeline is often part of social
media user profile pages to provide a view of recent user activities.

Topical Lists/List Membership (Social Media) is a curated list/
group of Twitter accounts. One can create his own Lists or subscribe to
Lists created by others users. Viewing a List timeline will show you a
stream of Tweets from only the accounts on that List.32

U

User Identity Linkage is aimed at predicting if two or more user
profiles across different Online Social Media platforms are related to
the same user identity (Shu et al., 2016).

30https://blog.hubspot.com/marketing/social-media-terms.
31https://searchcontentmanagement.techtarget.com/definition/taxonomy.
32https://help.twitter.com/en/using-twitter/twitter-lists.

https://blog.hubspot.com/marketing/social-media-terms
https://searchcontentmanagement.techtarget.com/definition/taxonomy
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User Interest Modeling is the process of obtaining the user interest
profile (Piao and Breslin, 2018a).

User Interest Profile is a data structure that represents the degree
of interest of an individual user over a set of topics which are human
readable (e.g., represented by words or concepts).

User Study Evaluation assesses the performance of a system with real
end users, generally conducted in usability laboratories under controlled
settings (Lumsden, 2008).

A.2 Acronyms

AI Artificial Intelligence
API Application Programming Interface
AUC Area Under the Curve
CCPA California Consumer Privacy Act
dDTM discrete Dynamic Topic Model
FOAF Friend Of A Friend
FPM Frequent Pattern Mining
GRP General Data Protection Regulation
HTTP Hypertext Transfer Protocol
LDA Latent Dirichlet Allocation
MAP Mean Average Precision
ML Machine Learning
MRR Mean Reciprocal Rank
NDCG Normalized Discounted Cumulative Gain
OPM Open Provenance Model
P@N Precision at rank N
POI Point of interest
R@N Recall at rank N
RDF Resource Description Framework
REST Representational State Transfer
RSS RDF Site Summary
S@N Success at rank N
SPARQL SPARQL Protocol and RDF Query Language
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SCOT Social Semantic Cloud of Tags
SIOC Semantically Interlinked Online Community
SKOS Simple Knowledge Organization System
SW Semantic Web
URL Uniform Resource Locator
WI Weighted Interests
WO Weighting Ontology
XML Extensible Markup Language
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